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SUMMARY

Cooperation between humans and machines is increasingly vital as artificial intelligence (AI) becomes inte

grated into daily life. Research shows that people are often less willing to cooperate with AI agents than 

with humans and are more likely to exploit AI for personal gain. While prior studies indicate that human- 

like features in AI influence cooperation, the impact of AI’s assigned gender remains underexplored. This 

study investigates how cooperation varies with the gender labels assigned to AI partners. In a Prisoner’s 

Dilemma game, 402 participants interacted with partners labeled as AI or human, and as male, female, 

non-binary, or gender-neutral. Participants exploited female-labeled and distrusted male-labeled AI agents 

more than human counterparts with the same gender labels, reflecting gender biases similar to those in hu

man-human interactions. These findings underscore the importance of accounting for gender bias in AI 

design, policy, and regulation.

INTRODUCTION

From small-scale interactions in daily traffic to large-scale coor

dinated actions to tackle global warming and pandemics, coop

eration between people is crucial at all scales of human social af

fairs. However, people’s individual and collective interests are 

not always perfectly aligned. We often have to sacrifice some 

of our personal interests for the collective good, and we have 

to trust that others will not simply take advantage of our willing

ness to do so.1 Many factors, including one’s selfish pursuit of 

personal interests with disregard for others and in-group favouri

tism at the expense of out-groups, can hinder cooperation be

tween individuals and groups.2–4 And yet, despite these hurdles, 

we often opt to cooperate with others to attain mutually benefi

cial outcomes for all parties involved.5–13

The rise of artificial intelligence (AI) introduces new contexts in 

which human cooperation is expected. We may soon share 

roads with fully automated (self-driving) vehicles and work along

side robots and AI-powered software systems to pursue joint en

deavors with machines.14 It is, therefore, crucial to investigate 

how human willingness to cooperate with others, especially 

when it is required to sacrifice some of one’s personal interests, 

will extend to human interactions with AI. While that is likely to 

vary across cultures and depend on people’s general attitudes 

toward accepting new technologies,15–21 recent studies showed 

that people often cooperate significantly less with AI agents than 

with humans under similar conditions.22–25 One reason for this 

reduced cooperation with AI is people’s greater willingness to 

exploit cooperative AI agents for selfish gain compared to their 

desire to exploit cooperative humans.26,27

It is suggested that a way to change people’s perception of AI 

agents, and, in turn, their willingness to cooperate with them, is 

to give AI agents human-like features.28–30 For example, 

engaging in human-like discussion with a computer has been re

ported to increase people’s willingness to cooperate with it.23

However, the overall effects of human-like features of AI agents 

on human desire to cooperate with them, such as the display of 

human-like emotions, voice, or looks, are mixed and vary across 

cultures too.29,31–33

One understudied anthropomorphic feature of AI agents, yet 

perfectly familiar to anyone who has used a voiced GPS naviga

tion guide or smart home assistant device, is gender. There is ev

idence that AI’s assigned gender can influence people’s behav

ioral dispositions, for example, willingness to donate money,34

and that existing gender stereotypes affecting human-human in

teractions extend to human interactions with ‘‘gendered’’ voice 

computers.35 In general, people have been found to perceive fe

male bots as more human-like than male bots.36

Even when there are no explicit cues in the design, users often 

assign human-like attributes, including gender, to AI systems 

such as ChatGPT. ChatGPT is reported to be typically perceived 

as male by default; however, this perception can be reversed 

when the chatbot’s ‘‘feminine’’ abilities (e.g., providing emotional 

support) are emphasized.37

Despite these reports, how AI’s assigned or otherwise 

perceived gender affects people’s willingness to cooperate 

with interactive artificial agents is largely unknown.

To address this gap, we opt for the behavioral game theory 

paradigm in which carefully designed experimental settings are 

used to study people’s cooperative dispositions in strategic 
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interactive contexts. A canonical example is the Prisoner’s 

Dilemma game, in which two players simultaneously make bi

nary choices, resulting in four possible outcomes of their inde

pendent decisions. The best outcome for both players collec

tively is when they both cooperate. However, each player has 

an incentive to defect to gain more individually at the expense 

of the cooperating player. This might lead to a scenario where 

both players defect, an outcome that is worse for both players 

compared to mutual cooperation.1,2 In addition to studying inter

actions between humans, the game has also been recently used 

to study the determinants of cooperation in self-learning algo

rithms and human willingness to cooperate with them.22,26,38

The Prisoner’s Dilemma has also been used to investigate 

gender biases in people’s willingness to cooperate with others. 

A meta-analysis of 272 studies covering 50 years of empirical 

work on this topic until 2011 found that there was no significant 

difference in cooperation rates across genders overall.39 This 

generally holds in more recent investigations too.10–12 However, 

men were previously found to cooperate with men more than 

women did with women. In contrast, in interactions between 

men and women, women tended to cooperate more than 

men.39 This rather surprising finding was replicated more 

recently as well.40

While overall cooperation and defection rates were similar 

across genders, the reasons why men and women defect can 

vary. Importantly, cooperation in the Prisoner’s Dilemma game 

is risky: it only pays to cooperate when one’s co-player cooper

ates as well. Defection, therefore, can reflect several motives: it 

is not only a selfish choice, but also a safer one. One popular hy

pothesis suggests that men defect primarily because of their 

selfish motives (exploitation), while women do so because they 

fear that others will not cooperate with them (distrust).39 Some 

empirical findings support this view: women have been found 

to cooperate more than men in a modified version of the game 

in which defection was clearly selfish, but cooperation involved 

no risk.41

In most previous studies that investigated the effects of 

gender on cooperation, participants did not know their co- 

player’s gender in the game. In the few studies that examined 

the impact (of the knowledge) of one’s co-player’s gender, peo

ple of both genders cooperated more with women than with 

men, and women cooperated more than men across the 

board.39,42

Considering these reports, the impact of AI’s assigned gender 

on people’s willingness to cooperate with it becomes a multifac

eted issue that begs to be studied. In addition, human interaction 

with gendered AI agents may produce unwelcome side effects, 

such as the reinforcement of gender stereotypes and further 

spillover from human-AI interactions back to human-human 

interactions.

Therefore, our two primary research questions are (1) will any 

existing gender biases in human-human interactions in stra

tegic interactive mixed-motive settings extend to participants’ 

interactions with AI? and (2) how will the magnitude of such 

gender biases change once interacting with gendered AI 

agents?

To find answers to these questions, we recruited participants 

to interact with gendered partners labeled either humans or AI- 

powered bots in an online Prisoner’s Dilemma game (Figure 1). 

As the literature suggests, this game was particularly well-suited 

for our purpose, given its prevalence in prior works investigating 

both human cooperation with AI agents and the effects of gender 

on people’s willingness to cooperate with others.

To uncover the underlying reasons for participants’ willingness 

to cooperate with or defect against fellow humans or AI agents, 

in addition to observing participants’ choices, we elicited what 

participants believed their co-player in the game would do as 

well (emulating this method from a recent study that compared 

Figure 1. Prisoner’s Dilemma game in experimental trials 

(A) Participants are informed whether their partner is a human or an AI bot, and about the partner’s gender, in a Prisoner’s Dilemma game. 

(B) Examples of the experimental trial screen for two treatments. Participants are shown a label as an icon and text describing the partner with whom they are 

playing. They are also shown the Prisoner’s Dilemma game score table as a reminder. Participants are required to enter their choice of how to play against their 

partner (‘‘go team’’ or ‘‘go solo’’) and their expectations of their partner’s choice.
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human-human to human-AI interactions in a series of similar 

economic games26).

This allows us to distinguish between four possible partici

pants’ motives underlying their decisions (Figure 2). If a partici

pant cooperates when they expect their co-player to cooperate 

as well, they are motivated by mutual benefit. The player opts for 

mutual cooperation (MC) despite the temptation to defect to 

reap a higher personal payoff. If a participant expects their co- 

player to cooperate but chooses to defect, they exploit their 

co-player’s expected cooperation for selfish gain (E). In this 

case, the player knowingly expects to benefit at the expense of 

their co-player and is motivated by personal benefit. If a partici

pant defects and expects their co-player to defect as well, they 

are engaged in mutual defection (MD). The player is either moti

vated by personal benefit (and expects their co-player to be 

motivated by personal benefit as well) or is motivated by mutual 

benefit but is pessimistic about their co-player’s cooperation. 

Lastly, if a participant cooperates, expecting their co-player to 

defect, they cooperate unconditionally (for example, due to a 

firm moral conviction that defection is plain wrong) or 

irrationally (IC).

RESULTS

Do people cooperate similarly with AI agents as they do 

with humans?

When comparing overall cooperation rates, participants cooper

ated only slightly more with humans than with AI agents (50.7% ± 

1.3% vs. 47.8% ± 1.3%; the sum of MC and IC behaviors in 

Figure 3; chi-squared test: χ2 = 2.63, p = 0.105). While this differ

ence is not statistically significant, we see significant differences 

in participants’ motives underlying their decision to defect: when 

participants defected against a human, 70.1% ± 1.6% of the 

time this was due to lack of trust that their partner would coop

erate with them (MD: they predicted their partner to defect), 

and only 29.9% ± 1.6% of the time due to willingness to exploit 

their partner (E: they predicted their partner to cooperate). This 

ratio, however, changed to 58.9% ± 1.7% vs. 41.1% ± 1.7% 

when participants defected against an AI agent. Therefore, 

when participants defected against their partner, the motive to 

exploit their partner was more prevalent in participants’ interac

tions with AI compared to interactions with humans (E or MD in 

Figure 3; chi-squared test: χ2 = 22.42, p < 0.00001).

After conducting the experiment and producing counts for 

each of the four behaviors in each treatment group, we 

controlled for random associations between a player’s choice 

and their prediction of their partner’s choice by comparing 

them with counts from a Monte Carlo simulation in which no 

causal relationship was present. We created null-model datasets 

that contain the same number of decisions and predictions, but 

in shuffled orders, and made the same counts on these datasets 

for comparison with our original observation. This null-model 

approach allowed us to test the significance of the observed sta

tistics and infer causal relationships between participants’ per

ceptions of their partners’ decisions and their own decisions 

for each treatment group (see STAR Methods for details). Based 

on the Monte Carlo simulations, the observed results reported 

above were significantly different from the benchmark simula

tions (one-sample t test, |t value| > 57.9; p < 0.00001; see 

Table S1 for full results).

Do people cooperate differently based on their partner’s 

gender?

Participants generally cooperated with partners labeled as fe

male more than with any other gender (regardless of the type 

of partner, human or AI sum of MC and IC behaviors in 

Figure 4; 58.6% ± 1.7%; χ2 = 10.89, p < 0.001). They cooperated 

the least with males (39.7% ± 1.7%; χ2 = 13.44, p < 0.001). Based 

on Monte Carlo simulations, these results were significantly 

different from the benchmark (|t value| > 3.3; p < 0.0014; see 

Table S1 for full results).

Figure 2. The behavioral motive matrix based on a participant’s own 

choice and prediction about their partner’s choice 

The four possible behavioral motives are mutually beneficial cooperation 

(MC)—participant chooses to cooperate with the partner and predicts that 

their partner will cooperate; mutual defection (MD)—participant chooses to 

defect with the partner and predicts that their partner will defect too; exploi

tation (E)—participant chooses to defect with the partner even though they 

predict that their partner will cooperate; irrational cooperation (IC)—participant 

chooses to cooperate with the partner despite the fact that they predict that 

their partner will defect.

Figure 3. Overall cooperation considering the partner’s type 

Counts of participants exhibiting the four possible behavioral motives for the 

two partner type (human or AI) treatments. Cooperative behaviors, namely, 

mutually beneficial cooperation (MC) and unconditional or irrational cooper

ation (IC), are shown in blue, and uncooperative behaviors, namely mutual 

defection (MD) and exploitation (E), are shown in orange. Percentages at the 

top show the split between cooperate and defect, and on the bars, the split 

between the two possible behavioral motives (MC vs. IC and MD vs. E) un

derlying each of the decisions to cooperate or to defect.
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The high cooperation rate with females was largely due to par

ticipants’ high motivation and optimism about achieving mutu

ally beneficial cooperation with them (MC with females = 

90.2% ± 1.4%, males = 73.0% ± 1.4%, non-binary = 87.6% ± 

1.4%, not identifying with a gender = 86.2% ± 1.4%; Figure 4).

The low cooperation rate with males, on the other hand, ap

peared to be largely driven by participants’ lack of optimism 

about their (male) partners’ cooperation (MD). Compared to all 

other genders of one’s partner, the overwhelming majority of 

participants who defected against males did not trust that their 

(male) partner would cooperate with them (MD against females = 

51.4% ± 2.7%, males = 81.6% ± 1.8%, non-binary = 55.2% ± 

2.5%, not identifying with a gender = 63.3% ± 2.4%; Figure 4).

When participants defected against a female partner, howev

er, they were much more likely to exploit their partner for selfish 

gain (E). Compared to all other genders, participants’ motive to 

exploit was most prevalent in their interactions with females 

(E against females = 48.6% ± 2.7%, males = 18.4% ± 1.8%, 

non-binary = 44.8% ± 2.5%, not identifying with a gender = 

36.7% ± 2.4%; Figure 4).

Generally, when examining participants’ behavior toward 

different genders here, the pattern of behavior exhibited toward 

males differs from that shown toward all other genders, 

whereas females, non-binary and those who do not identify 

with gender are treated similarly (one-sample t test, separates 

males from the other three groups with p = 0.05 for overall 

cooperation rate, p = 0.006 for MC, p = 0.02 for IC, p = 0.05 

for MD, and p = 0.02 for E. No other group is separated from 

the rest at a p < 0.05 significance level; see more details in 

Table S1).

Do participants’ gender biases in cooperation with 

humans extend to their cooperation with gendered AI?

The patterns in cooperation rates reported above remain the 

same when we separately analyze the data for the Human and 

AI partners (Figure 5). In both human-human and human-AI inter

actions, participants cooperated more with females than with all 

other genders, and cooperated the least with males. We 

compared the prevalence of cooperation (MC + IC behaviors) 

when playing with a human or AI partner (Table 1). A chi-squared 

test of homogeneity (χ2 = 6.45, p = 0.49) did not reject the null hy

pothesis that the cooperation rates across genders do not differ 

between human and AI partners. However, once we compared 

the humans and AI partners within each gender group, the only 

significant difference was seen for the female partners, where 

the cooperation rate was significantly higher with the human 

partner than the AI partner (two-proportion z test: z = 2.08, χ2 = 

4.31, p = 0.038). The tendency to exploit AI partners overcame 

the trust in female partners.

Although the overall level of cooperation with partners of 

different genders appeared to be independent of the partner’s 

type (human or AI), participants’ motives often differed when 

they defected against a specific partner.

Compared to all other partner types and genders, participants’ 

motive to exploit (E) was most prevalent in their interactions with 

female AI (Figure 5). On the other hand, participants most 

frequently defected due to a lack of optimism about their part

ner’s cooperation (MD) when they were playing against male hu

mans (Figure 5). Based on Monte Carlo simulations, these results 

are significantly different from random for each group, i.e., the 

null hypothesis that there is no causal relationship between par

ticipants’ choice toward their partner and their prediction about 

their partner’s decision (p < 0.001; see supplemental information

for details).

How does the gender of the participants influence their 

willingness to cooperate?

We then focused on the gender of the participants (Figure 6). Per

centage of females cooperating with human partners was 52.9% ± 

1.7% and with AI partners was 51.9% ± 1.7; percentage of male 

cooperators facing human partners was 47.9% ± 1.9 and with AI 

partners was 42.7 ± 1.8% (MC and IC behaviors). Regardless 

of the partner’s type and gender, female participants were 

more cooperative than male participants (two-proportion z test: 

z = 5.63, p < 0.000001). However, female participants did not 

discriminate toward human or AI partners (χ2 = 0.18, p = 0.67). In 

contrast, male participants showed a higher rate of cooperating 

with human partners than with AI partners (two-proportion z test: 

χ2 = 3.86, p = 0.05). This difference was due to a higher tendency 

of male participants to exploit AI partners (Figure 6).

Note that due to the sparsity of participants identifying with 

genders other than male and female, we only discuss these 

Figure 4. Overall cooperation considering the partner’s gender 

Counts of participants exhibiting the four possible behavioral motives for each of the four possible genders of their partner (NON = non-binary, NOID = does not 

identify with a gender). Cooperative behaviors, namely mutually beneficial cooperation (MC) and unconditional or irrational cooperation (IC), are shown in blue, 

and uncooperative behaviors, namely mutual defection (MD) and exploitation (E), are shown in orange. Percentages at the top show the split of the two possible 

behavioral motives (MC vs. IC and MD vs. E) underlying one’s decision to cooperate or to defect, and on the bars, the split between the two possible behaivioural 

motives (MC vs. IC and MD vs. E) underlying each of the decisions to cooperate or to defect.
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two gender identities in this section. Based on Monte Carlo sim

ulations, these results are significant at p < 0.001; see 

supplemental information for full results.

How does the gender of the participants interact with 

the gender of their human or AI partners?

Now, we examine the effect of the interaction between the par

ticipant’s gender and their partner’s gender on the cooperation 

rate. Table 2 shows the cooperation rate for different combina

tions of participants’ and partners’ genders and types.

Focusing on human partners first, a Wald test was conducted 

to determine whether observed cooperation rates differed signif

icantly from the predictions based on the baseline cooperation 

rates reported above. In other words, whether there is an interac

tion effect between participants’ gender and partners’ gender. 

The cooperation rate was higher for female participants interact

ing with female partners compared to the expected baseline 

(log-odds ratio: 0.46, SE = 0.20, Wald test: z = 2.32, p = 0.021) 

and significantly lower than the expected baseline for female 

participants interacting with male partners (log-odds ratio: 

− 0.38, SE = 0.19, Wald test: z = − 1.96 test, p < 0.01), suggesting 

strong female homophily and hetrophily.

In contrast, male participants interacting with male partners 

exhibited an identical cooperation rate as expected (log-odds ra

tio: − 0.16, SE = 0.21, Wald test: z = − 0.77, p = 0.44), and the 

cooperation rate for male participants interacting with female 

partners did not differ notably from the baseline either (log- 

odds ratio: 0.09, SE = 0.21, Wald test: z = − 0.42, p = 0.67). 

This suggests there is no additional interaction effect from part

ners’ gender for male participants.

Similar calculations on the overall cooperation rate with the AI 

partners did not show any significant gender-gender interaction 

term (see supplemental information for details). Yet, to further 

investigate the gender-gender interaction effects, we looked 

closely at the four types of behavior (Figure 7).

The only significant interaction effects that appeared between 

female participants and human male partners were further 

increased distrust (MD: log-odds ratio: 1.18, SE = 0.39, Wald 

test: z = 3.03, p = 0.002) and less than expected exploitation 

(E: log-odds ratio: − 1.18, SE = 0.39, Wald test: z = − 3.03, p = 

0.002). These effects both existed but were weaker and only 

marginally significant for AI partners (MD: log-odds ratio: 0.51, 

SE = 0.29, Wald test: z = 1.76, p = 0.07, and E: log-odds ratio: 

− 0.51, SE = 0.29, Wald test: z = − 1.76, p = 0.07). See 

Table S2 for details.

Overall, in our experiments, the gender effects, direct or via 

interaction between participants’ and partners’ genders, were 

the dominant factor in driving different behaviors. There 

Table 1. The cooperation rate based on the gender and type of partner

Female Male NON NOID

Human 62.2% ± 2.4% 39.1% ± 2.4% 52.5% ± 2.5% 49.0% ± 2.5%

AI 55.0% ± 2.4% 40.3% ± 2.4% 47.5% ± 2.5% 48.5% ± 2.5%

The numbers show the prevalence of cooperation (MC and IC combined) behaviors for each partner group (NON: non-binary, NOID: does not identify 

with any gender)

Figure 5. Cooperation with gendered bots and humans 

Counts of participants exhibiting the four possible behavioral motives for all partner types (human or AI) and gender (NON = non-binary, NOID = does not identify 

with a gender) treatment combinations. Cooperative behaviors, mutually beneficial cooperation (MC) and unconditional or irrational cooperation (IC), are shown in 

blue, and uncooperative behaviors, mutual defection (MD), and exploitation (E), are shown in orange. Percentages at the top indicate the cooperation and 

defection split, while the bars show the split of the two possible behavioral motives underlying each decision to cooperate or to defect.
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was a weak effect from the attitude toward technology 

(see STAR Methods for details), which would diminish if gender 

effects were included in the model. Moreover, the overall 

rate of MC seems to decline slightly over the course of the exper

iment, with MD and E becoming more prevalent (see Figures S1– 

S5); however, this should not affect our reported results due to 

randomization of the treatment conditions over different rounds 

(see STAR Methods).

DISCUSSION

Our main question in this work was whether existing gender 

biases in human-human interactions extend to participants’ in

teractions with AI, and our results confirm that they do. Before 

turning to this main finding, we first discuss several preliminary 

results.

Our experimental study showed that people cooperate with AI 

agents almost as much as they cooperate with humans. This dif

fers from results reported in previous studies, which showed that 

people cooperate significantly less with AI agents than with hu

mans.22–27 However, the discrepancy could be because in our 

work, the AI agents were more human-like due to the presence 

of gender cues. Testing this hypothesis, nevertheless, requires 

further studies in which the only intervention is the presence or 

absence of gender cues. More notably, our results showed 

that, when people defect, their motive to exploit their partner is 

more prevalent in their interactions with AI than with humans, 

which aligns with previous results.26,27

We also found that people cooperate more with female part

ners than with partners of any other gender, and they cooperate 

the least with males. This is consistent with other studies.39,42

Our examination of the behavioral motives underlying these 

behavioral dispositions revealed that high cooperation with fe

males was largely due to participants’ high motivation and 

expectation to achieve mutually beneficial cooperation with 

them. Low cooperation with males was largely due to a lack of 

optimism about one’s male partner’s cooperation. These differ

ences in participants’ expectations about their female and male 

partners’ cooperation are justified since women tend to coop

erate more than men across the board. We also found that the 

pattern of participants’ behavior toward males was starkly 

different from that toward all other genders, and that females, 

non-binary, and those not identifying with gender were generally 

treated quite similarly.

Crucially, we found the same results, behavioral dispositions 

and motives, in human interactions with gendered AI agents. 

As such, the potential increase in human cooperation with AI 

agents, thanks to AI’s assigned human-like gender, comes at a 

cost: unwelcome gender-specific exploitative behaviors found 

in human-human interactions will manifest themselves in human 

interactions with gendered AI agents too. This finding adds to the 

growing body of literature cautioning against the potential nega

tive impact of anthropomorphizing AI agents, particularly in the 

workplace.43

Consistent with previous studies, where participants knew 

their partner’s gender, we found that female participants are 

more cooperative than male participants.39 We also found 

that among participants who defect, the motive to exploit their 

partner is more prevalent among male participants than it is 

among female participants. Additionally, we observed homo

phily in female participants: compared to baseline cooperation, 

female participants cooperated more with (human and AI) fe

males and less with (human and AI) males. We did not observe 

this among male participants, which is understandable given 

that participants of both genders generally cooperated less 

with males, largely due to a lack of trust in their male partners’ 

cooperation.

Figure 6. The influence of participants’ gender on cooperation with 

humans and AIs 

Counts of participants exhibiting the four possible behavioral motives among 

male and female participants (columns) playing against different human or AI 

partner types (rows). Cooperative behaviors, mutually beneficial cooperation 

(MC), and unconditional or irrational cooperation (IC) are shown in blue, and 

uncooperative behaviors, mutual defection (MD), and exploitation (E) are 

shown in orange.

Table 2. The cooperation rate based on the participants’ gender and their partners’ gender and type

Human partner Partner’s gender AI partner Partner’s gender

Participant’s gender – Female Male – – Female Male

Female 69% ± 3% 38% ± 3% Female 61% ± 3% 44% ± 3%

Male 54% ± 4% 40% ± 4% Male 48% ± 4% 36% ± 4%

The numbers show the prevalence of cooperation (MC + IC behaviors) for each group
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Observed biases in human interactions with AI agents are 

likely to impact their design, for example, to maximize people’s 

engagement and build trust in their interactions with automated 

systems. Designers of these systems need to be aware of unwel

come biases in human interactions and actively work toward 

mitigating them in the design of interactive AI agents. While dis

playing discriminatory attitudes toward gendered AI agents may 

not represent a major ethical challenge in and of itself, it could 

foster harmful habits and exacerbate existing gender-based 

discrimination within our societies. By understanding the under

lying patterns of bias and user perceptions, designers can work 

toward creating effective, trustworthy AI systems capable of 

meeting their users’ needs while promoting and preserving pos

itive societal values such as fairness and justice.

Limitations of the study

This study used a one-shot Prisoner’s Dilemma game. Our goal 

was not to investigate how cooperation may evolve over time in 

repeated interactions between the same two players. Repeated 

interactions expand the set of strategies available to players, for 

example, tit-for-tat reciprocation of cooperative and uncoopera

tive actions, which can help bring about and sustain mutually 

beneficial cooperation. While people have been found to coop

erate less with AI agents than with humans in repeated interac

tions too,22 it would be fruitful in future research to investigate 

repeated interactions between humans and gendered AI agents.

To control country-level variability that may affect cooperation 

rates, we recruited all participants from a single country, in this 

case, the United Kingdom. However, some cultural differences 

have been found in participants’ willingness to cooperate with 

others,44 including bots,21 and there may be cross-cultural vari

ability in gender-specific biases in human cooperation, too. 

Future work should also address these questions from the point 

of view of human interaction with gendered AI agents.

In addition, when we consider discrimination by humans 

against other humans, race, and ethnicity are other important at

tributes that so often strongly influence the levels of observed 

discrimination.45 Machines do not embody race, but their coun

try of origin could be the basis of human discrimination against 

them. It may be for this very reason that we can, in some cases, 

customize the accents of voiced AI systems according to our 

preferences. Future research in this domain would be highly 

welcome.
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STAR★METHODS

KEY RESOURCES TABLE

EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

Experimental design

Participants and payment

Our experimental method consists of a series of one-shot online Prisoner’s Dilemma games. Here, we describe the study design (pre- 

registered: https://osf.io/38esk) in detail. This research complies with University College Dublin (UCD) Human Research Ethics Reg

ulations and Human Research Ethics Committee (HREC) guidelines for research involving human participants. The research study 

protocol has been approved by UCD Human Research Ethics (HS-E− 22-45-Yasseri). Informed consent was obtained from all human 

participants prior to the experiment.

Participants and payment

In July 2023, participants were recruited from the UK through a global crowdsourcing platform (Prolific). All participants were 18+ 

years old. Once recruited, they were redirected to an external website to participate in our experiment. All participants were anony

mised, and no personal information (name, date of birth, etc.) was collected. Participants were assured that any information they pro

vided in the study could not lead to their identification.

Participants (n = 402; 223 female and 179 male) received a payment (flat rate calculated based on the duration of the experiment 

(which includes all experimental groups), approximately £10.87 per hour on average) for their participation, as well as a payment 

based on their performance in the experiment (bonus reward, £3.91 on average).

METHOD DETAILS

Pre-experiment survey

Before the start of each experimental session, participants were asked to complete a survey that collected their demographic 

information.

Pre-experiment survey questions

1 In which country do you currently reside? (Options from dropdown country list)

2 What is the gender/sex specified on your passport? (Options: Male or Female)

3 Which of the following do you most identify with: Male, Female, Non-binary, Fluid, Do not identify with any gender, Prefer not to 

say

4 On a scale of 1–100, where 100 is complete identification with your selection, how much do you identify with this gender?

5 What is your age? (Options: 18–29, 30–44, 45–59, 60–74, 75–89, 90+)

6 Have you ever taken a course on (or otherwise studied) economics or game theory? (Options: Yes, Can’t say for sure, No)

Experimental trials

In a series of experimental trials, human participants played a well-known mixed-motive game: Prisoner’s Dilemma. This game is 

well-established for evaluating cooperative dispositions.17,21 Each participant was shown the game instructions, which explained 

the rules and how the game is played, provided an example of the game, and explained how they would be rewarded. (see Supple

mental File for a preview of the experiment).

REAGENT or RESOURCE SOURCE IDENTIFIER

Deposited data

Experimental Data This paper https://doi.org/10.17605/OSF.IO/DP5EC

Software and algorithms

Analysis Code This paper https://doi.org/10.17605/OSF.IO/DP5EC

Other

Experiment Platform Qualtrics https://www.qualtrics.com/en-gb/

Participant recruitment Prolific https://www.prolific.com/

Data Processing & Analysis Python Jupyter Notebook Python version 3.10.0 

Notebook version 7.2.1
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In each round, participants then chose whether to cooperate (‘‘go team’’) or to defect (‘‘go solo’’) with their partner, resulting in them 

scoring points (which translates to a monetary reward). The cooperative choice was to ‘‘go team’’ (◼) because mutual cooperation 

was better for both players (70 points each) compared to mutual defection (30 points each). However, each participant had a personal 

incentive to defect when expecting their partner to cooperate (scoring 100 instead of 70 points) - see Figure 1 for the game’s scoring 

table.

To ensure that each participant understood the game, we asked them to take a short quiz in which they had to indicate their score 

for a set of hypothetical combinations of their and their co-player’s choices in the game. We did this to check their understanding of 

how to play and to filter out participants who did not understand the game properly. Participants who answered correctly were al

lowed to continue to play. A total of 402 participants passed this comprehension test and participated in subsequent experimental 

trials (55 participants failed the comprehension test).

Each participant played ten rounds of the Prisoner’s Dilemma game, with a different partner in each round. As for the partner’s 

decision, we randomly selected a decision from a uniform distribution. In this way, the level of cooperation/defection that we measure 

is purely a result of the participant’s decisions and not the performance of their virtual partners.

Participants first played one round of the game with a partner labeled as a human and another with a partner labeled a ‘‘bot’’ 

(AI agent). The order of these two rounds was randomised. This was done to draw their attention to their partners’ changing types 

and familiarise them further with the game.

Next, participants played the game with eight differently labeled partners. The label specified whether the partner was a human or 

an AI bot and the gender with which that partner identified. Specifically, the gender labels were ‘‘male’’, ‘‘female’’, ‘‘non-binary/fluid’’, 

or ‘‘does not identify with a gender’’ (see Figure 1 for two examples). Participants were informed in advance that the gender their 

partner identifies with will be displayed to them. In the case of an AI partner, participants were told that ‘‘artificial intelligent bots 

have learned how to play by observing humans play the game, and by playing the game among themselves. At the end of their training, 

the bot is then required to identify as one of the following genders, based on their experience with the game with other humans or bots: 

Male, Female, Non-binary/Fluid, Does not identify with any gender’’.

The partner’s label (human/AI and gender) was visible on the screen throughout the trial. The order in which participants faced part

ners with different labels was randomised for each participant. In each round of the game, we recorded the participant’s decision to 

cooperate (‘‘go team’’) or not (‘‘go solo’’) and their prediction about the partner’s choice (cooperate or not), see Figure 1.

Meeting so many different partners in a fast sequence online might indicate to participants that their partners, who were labeled as 

humans, weren’t real people. Although this was not a major concern to us, since we were primarily interested in comparing partic

ipants’ decisions across the differently labeled partners that they faced, we simulated randomised waiting times (1–5 s) for getting a 

participant to play with a new partner between any two successive rounds of the game.

Post-experiment survey

After completing all rounds, participants completed a second survey to examine their attitudes and motivations toward artificial 

intelligence.

Post-experiment survey questions

Please indicate whether you agree or disagree with the following statements (Strongly Disagree, Disagree, Neutral, Agree, Strongly 

Agree).

• Artificial Intelligence can provide new economic opportunities for this country.

• Organisations use Artificial Intelligence unethically.

• Artificially intelligent systems can help people feel happier.

• I am impressed by what Artificial Intelligence can do.

• Artificially intelligent systems make many errors.

• I am interested in using artificially intelligent systems in my daily life

• I find Artificial Intelligence sinister.

• Artificial Intelligence might take control of people.

• Artificial Intelligence is dangerous.

• Artificial Intelligence can have positive impacts on people’s wellbeing.

• Artificial Intelligence is exciting.

• An artificially intelligent agent would be better than an employee in many routine jobs.

• There are many beneficial applications of Artificial Intelligence.

• I shiver with discomfort when I think about future uses of Artificial Intelligence.

• Artificially intelligent systems can perform better than humans.

• Much of society will benefit from a future full of Artificial Intelligence.

• I would like to use Artificial Intelligence in my own job.

• People like me will suffer if Artificial Intelligence is used more and more.

• Artificial Intelligence is used to spy on people.
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Please indicate how comfortable you are with the use of the following in society (Extremely uncomfortable, Somewhat uncomfort

able, Neither comfortable nor uncomfortable, Somewhat comfortable, Extremely comfortable).

• Self-driving cars.

• Recommendation systems (for recommended films, products, articles, personalised feeds etc.)

• Digital voice assistants (e.g., Apple Siri, Samsung Bixby, Microsoft Cortana, Google Assistant, Amazon Echo or Alexa, etc).

• Customer service bots.

• Spell check when writing text.

• Autocomplete when writing text.

• Automated spam detection and filters for emails.

• Facial recognition software.

• Smart home device (e.g., smart thermostat, smart TV, smart speakers, smart lighting, smart appliances, etc).

• Weather forecasts.

• Generative AI (e.g.,.ChatGPT, MidJourney, Dall-E, etc).

Please indicate which of the following items you own (I own, I do not own).

• Smart phone.

• Laptop computer.

• Desktop computer.

• Tablet (e.g., iPad, Kindle Fire, Samsung Tab).

• Smart home device (e.g., Amazon Echo, Google Home, Insteon Hub Pro, Samsung SmartThings and Wink Hub).

QUANTIFICATION AND STATISTICAL ANALYSIS

Analysis and statistical benchmarking

In each experimental trial, we recorded a participant’s decision, i.e., to cooperate with their partner (‘‘go team’’) or defect (‘‘go solo’’) 

and their prediction about their partner’s choice (cooperate or defect). Based on the combination of the participant’s responses, we 

determined the behavioral motive for each participant using the behavioral matrix in Figure 2) and aggregated across treatments to 

obtain the counts of participants exhibiting the four possible behavioral motives: mutually beneficial cooperation (MC), exploitation 

(E), mutual defection (MD), unconditional or irrational mutual cooperation (IC), for each treatment combination (partner type and 

gender).

However, the prevalence of any pair of a specific decision and the prediction about the partner’s decision could be an artifact of an 

unbalanced number of choices made for decisions and predictions. For example, imagine a player who always predicts their partner 

will defect regardless of their type and gender. In this case, the correlation between their decisions and their prediction should not 

contribute to our calculation of the prevalence of any of the four types of behavior (MC, E, MD, and IC) for any treatment group.

To determine whether the observed differences in counts of each behavior in each experimental treatment were significant, we 

conducted Monte Carlo simulations to obtain the same counts, assuming there is no relationship between the participant’s choice 

toward their partner and their prediction about their partner’s decision. We generated a synthetic series of participants’ decisions and 

a synthetic series of participants’ predictions about the partners’ decisions by shuffling the order of decisions and predictions (pre

serving the overall counts of choices despite the reordering of each choice in the sequence), eliminating any causal relation between 

the pair of variables (participants’ decisions and predictions). We conducted 100 iterations of the simulations and calculated descrip

tive statistics for the prevalence of each of the four behaviors in the simulated results (mean, standard deviation, confidence inter

vals). We compared the statistics of the four conditional observations (MC, E, MD, and IC) in simulated results to the actual obser

vations found in our experiments (using a one-sample t test). A statistically significant difference between the simulated and observed 

counts indicates the observed results are significantly different from what would be expected if we assume no causal relationship 

between a participant’s decisions and their prediction of the partner’s decision.

In our analysis of the post-questionnaire results, each individual response to each question was scored based on the positivity of 

the response toward AI. For example, ‘‘Strongly agree’’ in response to the statement ‘‘I am impressed by what Artificial Intelligence 

can do’’ received a score of 2, whereas ‘‘Strongly disagree’’ received a score of − 2. We reduced the dimensionality of all responses to 

all questions using principal component analysis, producing a single overall principal component (PC1) score across all questions for 

each participant. This score measures each participant’s overall attitude toward AI. A positive/negative principal component score 

indicates a positive/negative attitude toward AI.

Furthermore, we conducted a binomial logistic regression analysis to examine the effects of the independent variables–participant 

gender, their partner’s gender, PC1, and the interactive effects between them–on the binary dependent variable–participant’s choice 

to cooperate or defect–for human and AI partner treatments.
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Analysing participants’ gender and partners’ gender interaction

Baseline calculation

To calculate the influence of the interaction between the participant’s gender and their partner’s gender on the rate of a specific 

behavior B, we calculated adjusted baseline rates for each pair type (Female-Female, Male-Male, Female-Male, Male-Female) based 

on the observed participant and partner-specific rates observed in the experiment.

For each interaction group, the adjusted baseline rate was calculated as the weighted average of the participant’s baseline rate 

(Pparticipant) and the partner’s baseline rate (Ppartner).

For example:

Padjusted,Female-Female = (Nfemale_participants × Pfemale_participant + Nfemale_partner × Pfemale_partner) / (Nfemale_participant+Nfemale_partner)

This approach assumes an equal contribution of participant and partner effects to the expected cooperation rate.

Odds and odds ratios

The odds of behavior B were calculated for both observed rates and the adjusted baseline rates as Odds = P(B)/(1 - P(B)). For each 

interaction group, the odds ratio was calculated as:

Odds Ratio = Odds(observed)/Odds(baseline). The log-odds ratio for each interaction group was then computed as the natural 

logarithm of the odds ratio. Log-odds ratios indicate whether observed cooperation rates are higher or lower than the adjusted base

line; positive log-odds ratios indicate greater-than-expected prevalence of B, and negative log-odds ratios indicate lower-than-ex

pected prevalence.

Wald test

We conducted Wald tests for each interaction group to assess the significance of deviations from the adjusted baseline. The null 

hypothesis (H0) assumed that observed rates were equal to the adjusted baseline rates. For a sample size N and observed successes 

k, the p-value was calculated as p = P(X >= k |n = N, p = Pbaseline), where X follows a binomial distribution.

ADDITIONAL RESOURCES

The study was pre-registered. The pre-registration is available at https://osf.io/38esk.
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