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Abstract

We consider the strongly damped Klein—Gordon equation for defocusing nonlinearity and
we study the asymptotic behaviour of the energy for periodic solutions. We prove first the
exponential decay to zero for zero mean solutions. Then, we characterize the limit of the
energy, when the time tends to infinity, for solutions with small enough initial data and we
finally prove that such limit is not necessary zero.
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1 Introduction

We consider the damped nonlinear Klein—-Gordon equation

NV + Loy — AY + 9 + 1Y PY =0, ¥(0) =, d¥(©0) =y, ey

where ¢ : C(R*, X), X is a Banach subspace in L2(Q ¢ RY) and L : D(L) C L*(Q) —
L?(2) is some non-negative operator. Damped semi-linear wave equations particularly Eq.
(1) have gained a lot of attention numerically and analytically. The related literature is exten-
sive. See for example [4, 6, 9, 10, 15, 16]. The associated energy E € C(X, RY) is given

by
_1 2 2 2 ;/ 2
E(llf)—z/g|3t1/f| + 11"+ VY +p+2 Q|1/f|p . 2)

The linear part of the system is dissipative in the sense that the linear semigroup action loses
energy. Indeed, we have atleast formally

d
SEWO) =~ [ VLo <o 3
t Q
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In general, damping can be weak when the semigroup generated by the linear part of the
equation is merely continuous (example L = y(x)I with y(x) > 0), and strong when the
semigroup is compact (example L = —A + y(x)I with y(x) > 0). It has been proven that
when L = y(x) is a “positive multiplicator”, namely,

VxewCQyx)>a>0 4

for some open set @ and a positive «, the energy E decays exponentially to zero. We refer to
[1, 3, 7] for related results. Another related results of polynomially and exponentially decays
afor slightly different types of damping are proved by Royer [14] for the linear Klein—Gordon
equation and by [11] for the nonlinear equation.

The energy asymptotics for the strongly damped equation hasn’t gained enough attention.
Xu and Lian [8] have recently considered the following equation

Y — 0A{Y + Y — AY + Y+ f(Y) =0,0> 0

with logarithmic nonlinearity given by f(¥) = —In(]¥|)¢¥ and they proved, under the
strong assumption i > wAp, that the related energy decays exponentially to zero for three
different initial energy levels determined by the minima of the potential energy on the so-
called Nehari manifold [12, 13]. A is the first eigenvalue of the operator—A under the
homogeneous Dirichlet boundary conditions. Considering a functional setting similar to that
used in [8], Cordeiro et al. [2] proved the exponential decay to zero of the energy related to
the strongly damped (L = —A) Klein—Gordon equation of Kirchhoff—Carrier type

Oy — Ay — M (IVYID) Ay + My (191D ¥ — In(y 1))y =0,

where M, M are two continuous non-negative functions defined on [0, +00). However,
depending on the initial data, the energy in the strongly damped case (L = —A) might decay
to some conserved quantity different from zero. For example, the initially non-zero-average
periodic solutions defined on the d—torus = T? have such quantity. This observation
has not been studied so far and will be the focus of this paper. To clarify our purpose, let’s
consider first the linear equation defined by the linear part of (1) and denote

) 1
0(t):= ][ Y(t) = @yl /ﬂ‘d ¥(t, x)dx

which corresponds to the time-dependent zero Fourier coefficient of v (¢, -). Thus, the zero
average function ¢ := 1/ — 6 satisfies the linear system

3o — Adp— A+ ¢ =0, ®

which retrieves the exponential decay of E (¢) to zero. Moreover, E (1) decays to a conserved
positive quantity; more specifically

E(Y) = E(¢) + @(IQI2 +10'1%)
and
0 +16' (11 = 10O)” + 16 (0) .
Indeed, 0 satisfies the differential equation
6" +6=0.

In the spectral level, the damping effect of L = —A is caused by its non-zero eigenvalues,
whereas 6 oscillates independently, so that quantity 16(t)|2 + |0’ (r)]* remains conserved.
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This separation is however not clear in the case of the nonlinear equation. The rest of the
paper is organised as follows: We prove first that the Cauchy problem of (1) (L = —A) is
globally well posed on H2(T%). Then, we prove that the energy of zero-average solutions
decays exponentially to zero. Finally, we study the energy asymptotics for small initial data
solutions.

Useful notations

e The norm |-|| refers to the L2 norm.
e The constant C changes in the estimates from line to line unless otherwise noted.

2 The Cauchy problem

In this section we study the Cauchy problem for (1) on C(R™, H 2(T9y).
‘We have

Theorem 2.1 Assume that d < 3, p > 0 and g, ¥, € H*(T). Equation (1) has a unique
global solution ¢ € CL(RY, H2(T)) such that ¥ (0) = Yo and 8, (0) = 1. Moreover,
there exists a constant C > 0 such that

nmeFSCQWﬂm+nmﬁﬁwww¢)WeRf ©)

Proof Written as a first order system, Eq. (1) takes the abstract form

W+ AV + F(W) =0 @)

(VY o 0 -1 o 0
W= (at‘ﬁ>’ A= (—A—l—l —A)’ and F (V) = (WVJW)'

We cast (7) in its mild formulation

with

t
(1) = e AW (0) — / AR (W (7))dx, ®)
0
where
atA _ ohia (cosh(tA) — 3AA~ sinh(tA) A~ sinh(rA)
(A — 1)A~ 1 sinh(zA) cosh(tA) + S AA~! sinh(tA)
with

1
A:=§\/A2+4A—4.
Taking into account that d < 3, it is classical that the map
VY~ F(V)

leaves Xy :=H 2 % H? invariant, and is Lipschitz continuous on the bounded subsets of
X,. Consequently, (8) has a maximal solution ¥ € C([0, T*), X»), which blows up as ¢
approaches T* if T* < co. We prove now that 7* = co. Denote

1 1 1 2
Jwr=;mw—&wﬂ+;wﬁﬂ+giywmg.
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It is clear that
1 -
J0n = B + 51091 —Re [ awai.
Differentiating J with respect to time for < T™* and using (3), we find that

d d
I = T E(W) +Re/

AP AY — YAy — By AY Y
T

—Re [ vyt AT

= —llAy|? = IVy I - /Tr [WIP IV + ply P2 [Re(y Vi)
which means that # — J (1 (¢)) is decreasing and we have

JW () = J((0) ¥t €[0,T7).

Consequently, there exists a constant C > 0 depending on o and ¥/ which can be expressed
in the form of the r.h. side of (6) such that

IOl < C Ve [0, TH). (C))

Using (8) together with (9), we find that there exists a constant C; > 0 depending on g and
Y such that forany 0 < T < T*, we have

W zeo,11,x) = WO x, + CiT,
which implies that W can be extended as a global solution in C(RT, X»). O

Remark 2.2 Giving more restrictions on the nonlinearity, a global well posedness result for
the Cauchy problem of (1) could be established on a larger spacial domain. If, for example,
o, ¥1 € H'(TY) and
4 .
< 0 ifd =1,2,
then (1) has a unique global solution
¥ e CRY, H'(TY) NC R, LA(T)) nC®RT, H™H(T9))

with 8, € L2 (R, H'(T9)). The proof for such result follows the same steps of Theorem

loc
3.1 in [5] for the the existence of a unique maximal solution. The fact that the energy is

decreasing implies the boundness of # — || (¢)|| 1 which in terns imply that the solution
is global. However, the spacial regularity given by Theorem 2.1 is needed in the main result
presented in Theorem 3.2.

3 Asymptotic behaviour of energy

We consider now the energy decay for zero mean solutions.

Theorem 3.1 Let v denote a solution of (1) in the same functional settings mentioned in
Remark 2.2. Assume further that

][w) =0, Vt e RT. (10)
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Then, there exists C, a > 0 such that
E(W(@) < Ce™ Vit eRT. (11)

Proof The proof uses the same technique used to prove Proposition 2.6 in [7] together with

the Poincaré inequality
o (v-Fv)

for some constant C > 0. We introduce the modified energy

9l = = CIVa g

E.(y) = E(l//)+8/TdRe(1/_/3A/f)

with ¢ > 0. For ¢ small enough, there exist two constants Cy, C2 > 0 depending on ¢ such
that

1 _
Crllv? + 18,91 < 5<||¢||2 + 18w “/w Re(yd,y) < C2(Ilv 1> + 18, ¢ 1),

which means that E, is equivalent to E for small enough ¢ and it is sufficient to prove the
exponential decay for E.. We have

d _ d 2 T a2

3 EeW®) = ZEW®) +elov] ”/w Re (Y37 %)
—IVa I + el v — el l® — el Vyl?
—ellwlhls —e /T [ Re(Vi Vi)

_ & & 2
<—(C'-e- € Doyl —ellyl* — Euwn2 —elvini;
= —BE:(¥ (1))
with 8 = B(¢) > 0 which implies the exponential decay of E, and thus of E. O

We study now the energy decay for solutions with small initial data. Namely,

Theorem 3.2 Let o, 1 € H>(T?). Denote r the solution of (1) given by Theorem 2.1 such
that

v (0) = vo, 9 (0) =y1.

Denote further
0:= ][1//, ¢:=y — 0 and
0©) =0 (Lo + Lo+ Lo
' 2 2 pt2 '

Then, if ||Yoll g2, |1l g2 are small enough, there exist C, B,a > 0 depending on o and
Y1 and there exists C > 0 such that

Ipll g2 + 19:pll 2 < CUIO) | 72 + 13 (O)]| y2)e . (12)
Moreover, the limit lim;_, oo Q(0(t)) exists and we have
|E(Y (1) — Q1) < Ce™™'. (13)
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Proof Denote ¢ = v — 6 and f(z) = |z|”z. Thus, (¢, 0) satisfies the system
0~ M0~ B¢+ 9+ F() — | F) =0, (142)

0" 4+ 6+ ff(w) =0. (14b)

Denote

(¢ _ 0
b= (a,as) and G(Y):= <f(x/f) - ffwf))'

Thus, as in (8), ® satisfies the mild equation
t
d() =e AD(0) — / e DAG (Y (1))dx. (15)
0

Using the Pioncaré inequality, there is a constant C > 0 such that

IGW) g2 < CIV W) lgr- (16)
Moreover, we have

VA < (p+ DIYIPIVY| = (p+ DIV IV,

and
IALED] < (p+ DAY IAY]+ ply 1P VY ) = (p + DAY IP 1AL + plyr P! Ve[).
Thus, using the interpolation inequality

VY Pl < V2IVy Ay
together with the Sobolev inequality

¥l < CllY 2,
there exists a constant C > 0 such that
IV F @) < CIY 11 g2 a7

For any ¢ € H*(T) with f ¢ = 0, we have
A 2 cosh(t )l < e gl

. _1
ez’ sinh(tA)gll g2 < e 2'lpll g2, lle

which implies that, for any Y € X, with f YT =0, we have

le A, < Ce 2T llx, (18)

for some C > 0. Then, combining (15)-(18) together with estimate (6), we get
1 4 1
10®)lx, < Cre™ 2 [®O)]ly> + C2 /O e 2Oy ()17, 1D () x,d7

1 ! 1
< Cre M0 O0) 1x, + C2C (Yo, Y1) / e 100 (1) |y,
0
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for some constants C1, C» > 0. Since H2(T9) is embedded continuously in LPT2(T?y and
using (6), we find that for small enough ||Vl 2. [|¥1]], we have

B = % — C2C (Yo, Y1) > 0,
which implies, using Gronwall inequality,

1D @)llx2 < Ci|O)] x2e . 19)
Since

[l + 01712 — 101772 < (p +2)27|p1(1I7 T + 1017

and using the continuous embedding H 21y ¢ LPT2(TY) together with (19), we get

1
EW®) = 00 < EQW) + —— \nwmnﬁii —em?em)|Pt?
< Ce ™ (20)

for some constants C,« > 0 depending on ||Yo| g2 and [[y1]]. Since ¢ +— E (Y (7)) is
decreasing [see (3)], the limit lim;_, », Q(¢) exists and (13) holds. ]

We prove in the following theorem that E (i) doesn’t decay necessarily to zero.

Theorem 3.3 Assume that % < p < 4. Keeping the other settings of Theorem 3.2, there exist
Yo, Y1 € H*(T?) for which we have

lim Q1) > 0.
1—00

Proof Writing ¥ = ¢ + 6 and using the Taylor series with integral remainder, we find that
2

d Id
fa) =fO+ - f(X¢>+9)|x:o+/ —— [+ )1 —x)dx
X o dx

= 10176 + %wv’—z((p +2)101%¢ + p629)
1
+@/0 X + 6172 2(x¢ + O + (x¢ +6)$)(1 — x)do
p(p—2) ! p—4 372
+f ; x¢ + 6| (x¢p +0)'¢°(1 —x)do. 21

Since % < p <4, foranyx,y, z € C, we have

Zlly1P~h < CAyl + 12 + [y17F2)
and then
lxPlx 4+ y1P 7zl < Cx P+ D allyP! + 2]
< CUxIPT + 1x )zl + Iyl + 27 + [y 1P

for some constant C = C(p) > 0. Thus, we can write

Re ((f ) - |9|P9) 0)’

10| = (2m)?
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1
< c][/ 621 +617719/|(1 — )dx
0
< C»0'|+ 101 + 161> +1017F) ][(|¢>|”+1 + 1617
< CUlIVE + 1610 +V Q).

where C = C(p) > 0. Denote now S:= +Q and (1) := 3C fo’(||¢(r)||§j} +lo(0)|>)dr.
Thus, we have

1
18] < 5C(||<z>||§i} +1815(S + D).

A direct application of Gronwall lemma implies
_ 1 ! -
S@ = e "S0) - 5C /0 (@51 + (@) [2)e" ™.

Using (19) together with the Sobolev embedding H 2(T9y ¢ LPH(T9), we find that there
exist I' = T'(l¢(0) | g2, 10:¢(0) || g2) > O and y = y ([¥oll g2, l1¥1 1)) > O such that

r
n(t) < —, vt >0.
14

Moreover, following the development of the constant 8 in (19) and for fixed (6(0), 6'(0)) #
(0, 0), we have
. r
lim — =
e Ol 2. 119: ¢ (O) Il y2)—(0,0) Y

Thus, there exist ¥, ¥ € H? and § > 0 such that

S(0) > (g + 3) e > (n(t) +8)e"®,

which implies that
lim S(t) >8>0
1—00

and completes the proof. O

4 Numerical tests

In this section we study numerically the energy asymptotics for (1) with L = —A, p = 2 and
d = 1,2. The undamped equation (L = 0) has a conserved quantity £ (). Then, for long
time simulations, one wants to construct numerical methods that approximately conserve
this energy. When using Fourier spectral methods, we primarily need to ensure that the time
discretization preserves these property, since the spectral spatial discretization will typically
automatically satisfy it. We suggest therefore to use the time stepping discretization

L Vntl — 2¥n + Yn—1 _ Vn+1 + 290 + Yn—1
UD, = 602 +U =4 4

+ (¥ 2,
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Fig. 1 Approximate representation for long time asymptotics of E (), E(¢) and Q by E, (), E,(¢) and
Qy, respectively with d = 1, Y1 (x) = 0 and left: y9(x) = 1 4+ 3 cos(x); right: Yo(x) = (1 + 0.5 cos()c))2

where v, is the approximation of ¥ (n §¢) and 8¢ is the time step. Thus, the scheme is given
by

UD, — AV =V _ (22)

81
1 /
4 Td

For the approximation of E (), we consider the quantity

,_1 Vn — Yn—1
Ex(¥) =7 /Td ;

b
which is approximately conserved for the scheme

+ V‘Z’n"‘Wn—l 4

2

Ynt ¥n1
2

: ‘wn‘i‘l/fn—l 2 ‘
+ 2

UD,=0

discretizing the undamped equation (1) with (L = 0). We study the long time asymptotic
behaviour of E,, (V),
2 N 1 /-
4 Td

1 n— Pn—
B = [P
2
LR
+4|9n|>a

ot
and
where 6, is the zero coefficient of the discrete Fourier transform applied on ¥, and ¢, := v, —
On.

¢n + ¢n—1 4
2

On + dn-1
2

2 2
+ + |V¢n +2¢n—1

1

L 9n - Qn—l
2

—oomd (Lo
Q0 (0) := (2m) <2|9n| + 5

5 Discussion

Our numerical results show, for the solutions defined on the one and two dimensional spacial
domains (T¢, d = 1, 2), that E(y) and Q(8) converge to the same limit (Figs. 1, 2) and that
E(¢) decays exponentially to zero (Figs. 3, 4) regardless of the assumptions of Theorem 3.2
made on the initial data g, 1. In other words, we believe that the results of Theorem 3.2 are
still valid for weaker assumptions on the initial data and we leave the proof of such results as
an open problem. In general, the methods used in the literature (for example in [1, 3, 7]) to
study the energy decay for the weakly damped Klein—Gordon equation having the damping
operator L = y(x)I relay essentially on the fact that L is bounded in the given functional

@ Springer



71 Page 100f 12 Partial Differential Equations and Applications (2022) 3:71

70 A 7

60 6 -

50 54
£5 40 A — En(v) 24 — E.(¥)
g — En(9) ‘g — En(¢)
= 30 o — Qn(0) SIER — Qn(0)

20 24

10 14

0 2 i 6

T
8 10
t t

IS
©
-~
e
o
S

Fig. 2 Approximate representation for long time asymptotics of E (), E(¢) and Q by E, (), E,(¢) and
Qy, respectively with d = 2, and left: ¥o(x, y) = 14 cos(x) +2cos(y), ¥1 (x, y) = sin(x) + 2 sin(y); right:
Yo(x, y) = 1+0.2cos(x) + 0.5cos(y), ¥1(x,y) =0
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Fig. 3 Time decay of E,;(¢) when d = 1, ¥1(x) = 0 and left: Yo(x) = 1 + 3cos(x); right: ¥o(x) =
(1 + 0.5 cos(x))?
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Fig.4 Time decay of E; (¢) when d = 2, and left: ¥o(x, y) = 1 4+ cos(x) + 2cos(y), ¥ (x, y) = sin(x) +
2sin(y); right: Y¥o(x, y) =14+ 0.2cos(x) + 0.5cos(y), ¥1(x,y) =0

setting which is not the case for the strongly damped equation with L = —A. Moreover, in
view of Theorem 3.3, the energy for the strongly damped equation doesn’t decay necessarily
to zero. These two main differences make the methods used for the weakly damped equation
unapplicable to study the energy asymptotics for the strongly damped one and lead to think
differently to address the above open question.
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