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Abstract
Warped time-frequency systems have recently been introduced as a class of structured
continuous frames for functions on the real line. Herein, we generalize this framework
to the setting of functions of arbitrary dimensionality. After showing that the basic
properties of warped time-frequency representations carry over to higher dimensions,
we determine conditions on the warping function which guarantee that the associated
Gramian is well-localized, so that associated families of coorbit spaces can be con-
structed. We then show that discrete Banach frame decompositions for these coorbit
spaces can be obtained by sampling the continuous warped time-frequency systems.
In particular, this implies that sparsity of a given function f in the discrete warped
time-frequency dictionary is equivalent to membership of f in the coorbit space. We
put special emphasis on the case of radial warping functions, for which the relevant
assumptions simplify considerably.
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1 Introduction

Time-frequency representations1 (TF representations) are versatile tools for the anal-
ysis and decomposition of general functions (or signals) with respect to simpler,
structured building blocks. They provide rich and intuitive information about a func-
tion’s time-varying spectral behavior in settings where both time-series and stationary
Fourier transforms are insufficient.

Important fields relying on time-frequency representations include signal process-
ing [4, 18, 71, 77] and image processing [20, 24, 71, 86], medical imaging [69, 98],
the numerical treatment of PDEs [26, 56], and quantum mechanics [76]. In partic-
ular, short-time Fourier transforms [53] and wavelet transforms [32] are widely and
successfully used in these fields.

Yet, the limitations of such rigid schemes, considering only translations andmodula-
tions (resp. simple scalar dilations) of a single prototype function, are often considered
detrimental to their representation performance. Therefore, numerous more flexible
time-frequency representations have been proposed and studied in the last decades.
As the most prominent of such systems, we mention curvelets [21, 23], shearlets [31,
67], ridgelets [22], and α-modulation systems [29, 30, 41, 55, 73, 84].

In the present article, we consider a more flexible scheme for constructing time-
frequency representations, namely the framework of warped time-frequency systems
thatwas recently introduced for dimension d = 1 in [61, 62]. Tomotivate this construc-
tion, note that the systems mentioned above are all examples of so-called generalized
translation-invariant (GTI) systems [58, 65, 81], i.e., each of these systems is of the
form (Txψi )i∈I ,x∈Zi for certain generators ψi ∈ L2(Rd) and subgroups Zi ⊂ R

d .
Here, Txψ(y) = ψ(y − x) denotes the translation of ψ by x . Although it is not
required that the Zi are discrete, they are often taken to be lattices, i.e., Zi = TiZd ,
with Ti ∈ GL(Rd). The various systems differ in the way in which the generators ψi

and the lattices Zi are chosen. But in each case there is a finite set of prototypes, often
a single prototype, such that each ψi is a certain dilated and/or modulated version
of one of the prototypes. Here, the dilations might be anisotropic, as is the case for
shearlets.

As two canonical examples, we note that for a Gabor system, we have ψk(x) =
e2π iα〈k,x〉 ·ψ(x) for k ∈ I = Z

d , while for a (homogeneous) wavelet system, we have
ψ j (x) = 2d j/2 · ψ(2 j x) for j ∈ I = Z. Thus, the two systems differ with respect
to the frequency localization of the generators ψi : For a Gabor system, the (essential)
frequency supports of the generatorsψk formauniform coveringof the frequency space
R
d—in contrast to the case of wavelets, where the (essential) frequency supports form

a dyadic covering.
Warped time-frequency systems are motivated by the crucial observation that the

dyadic covering corresponds to a uniform covering with respect to a logarithmic scal-
ing of the frequency space. This suggests the following general construction: Starting
from a warping function �—i.e., a diffeomorphism � : D ⊂ R

d → R
d—and a

1 The term time-frequency representation is used in a wide sense here, also covering time-scale represen-
tations like wavelets.
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prototype function θ ∈ L2(Rd), we consider the associated warped time-frequency
system G(θ,�) = (gy,ω

)
y∈Rd ,ω∈D given by

gy,ω = Ty

[
F−1gω

]
with gω = cω · (T�(ω)θ

) ◦� for (y, ω) ∈ R
d × D.

(1.1)

Here, the function cω · (T�(ω)θ
) ◦ � : D ⊂ R

d → C is extended trivially to a map
defined on all of R

d before applying the (inverse) Fourier transform F−1 to it, and
the constant cω > 0 is chosen such that the resulting family (gy,ω)y∈Rd ,ω∈D forms a

tight frame for the space L2,F(D) = F−1(L2(D)) of all L2-functions with Fourier
transform vanishing outside of D.

At first sight, this construction might seem intimidating, but it can be unraveled as
follows: The warping function � provides a map from the frequency space D to the
warped frequency space R

d . Thus, θ serves as a prototype for the Fourier transform
of the GTI generators F−1gω, but in warped coordinates. In that sense, gω can be
understood as a shifted version of θ , but the shift is performed in warped (frequency)
coordinates. In order to build further intuition for this construction, it is helpful to
consider the case in which θ is (essentially) concentrated at 0, so that T�(ω)θ is
concentrated at�(ω), whence gω is concentrated atω. Put briefly, thewarping function
� determines the frequency scale and, with it, the frequency-bandwidth relationship
of the resulting warped time-frequency system.

As a further illustration, let us explain how wavelet systems fit into the above
construction. Define D := (0,∞) and � : D → R, x 	→ ln(x). Then

([T�(ω)θ ] ◦�)(ξ) = θ
(
ln(ξ)− ln(ω)

) = [θ ◦ ln](ξ/ω),

and hence, withψ = F−1(θ ◦ ln), it holds thatF−1gω = cω ·ω ·[F−1(θ ◦ ln)
]
(ω•) =

cω ω · ψ(ω•), so that (gy,ω)y∈R,ω∈D = (cω ω · Ty[ψ(ω•)])y∈R,ω∈D is a continuous
wavelet system, for an appropriate choice of cω. Finally, since translations in the
frequency domain correspond to modulations in the time domain, continuous Gabor
systems can be obtained by choosing � : R

d → R
d to be the identity function.

1.1 Contribution

The overall goal of the present article is to start an in-depth study of the properties of
warped time-frequency systems onR

d . Some essential, basic characteristics of warped
time-frequency systems on R

d are obtained analogously to the one-dimensional case
treated in [61]. In particular, G(θ,�) forms, under mild assumptions on θ and �,
a continuous tight frame for L2,F(D). However, our main objective, verifying the
applicability of general coorbit theory (as developed in [46, 66, 78]) to the continuous
frame G(θ,�) is decidedly more involved in the higher-dimensional case that we
consider here than in the case d = 1. Therefore, the main results presented in this
work are concerned with establishing a set of assumptions on θ and �, such that the
rich discretization theory for the coorbit spaces associated with G(θ,�) is accessible.
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To make the latter point more precise, let us briefly recall the main points of coorbit
theory related to the present setting. The main tenet of coorbit theory is to quantify the
regularity of a function f using a certain norm ‖ f ‖Co(Y ) := ∥∥Vθ,� f

∥∥
Y of the voice

transform Vθ,� f (y, ω) = 〈 f , gy,ω〉. The coorbit space associated with a Banach
space Y ⊂ L1

loc(R
d × D) is then given by Coθ,� (Y ) = { f : Vθ,� f ∈ Y

}
.

Of course, the general theory of coorbit spaces as developed in [46, 66, 78] does
not consider the special frame G(θ,�), but a general continuous frame	 = (ψλ)λ∈�.
Coorbit theory then provides (quite technical) conditions concerning the frame 	
which ensure that the associated coorbit spaces Co	(Y ) are indeed well-defined
Banach spaces. We will verify these conditions in the setting of the warped time-
frequency systemsG(θ,�). Precisely, we shall derive verifiable conditions concerning
θ and � which ensure that coorbit theory is applicable.

Additionally, coorbit spaces come with a powerful discretization theory: Under
suitable conditions on the frame	 = (ψλ)λ∈�, taken from an appropriate test function
space, and on the discrete set �d ⊂ �, coorbit theory shows that the sampled frame
	d = (ψλ)λ∈�d forms a Banach frame decomposition for the coorbit space Co	(Y ).
The precise definition of this concept will be given later. Here, we just note that it
implies the existence of sequence spaces Y �

d ⊂ C
�d and Y 


d ⊂ C
�d such that

‖ f ‖Co(Y ) � ∥∥(〈 f , ψλ〉
)
λ∈�d

∥∥
Y �d

� inf

{∥∥(cλ)λ∈�d

∥∥
Y 
d

: f =
∑

λ∈�d

cλ · ψλ
}
.

Hence, for a generalized notion of sparsity, membership of f in Co	(Y ) is simul-
taneously equivalent to analysis sparsity and synthesis sparsity of f with respect to
the discretized frame 	d . Specifically, a sequence c is considered sparse if c ∈ Y �

d or

c ∈ Y 

d . This is most closely related to classical sparsity if Y �

d and Y 

d coincide with

certain (weighted) �p spaces.
We indeed showunder suitable conditions concerning θ and� that the discretization

theory applies to G (θ,�). Therefore, the coorbit spaces Coθ,� (Y ) characterize spar-
sity with respect to the (suitably discretized) warped time-frequency system G (θ,�).
As a byproduct, we also show that the space Coθ,�(Y ) is essentially independent of
the choice of sufficiently regular θ .

1.2 RelatedWork:Warped Time-Frequency Systems

Warped time-frequency systems have already been considered before, though only for
the one-dimensional case d = 1. In particular, in [61], the authors essentially obtain
the results that we just outlined, i.e., that warped time-frequency systems form tight
frames and that the assumptions of generalized coorbit theory can be satisfied, at least
for coorbit spaces associated to the (weighted) Lebesgue spaces Y = Lp

κ (R × D).
We generalize these results to higher dimensions d > 1 and to the weighted mixed
Lebesgue spaces Lp,q

κ (Rd × D), equipped with the norm ‖F‖Lp,q
κ

= ∥∥ω 	→ ‖(κ ·
F)(•, ω)‖Lp(Rd )

∥∥
Lq (D). Furthermore, we relax some of the assumptions imposed in
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[61]. The generalization to higher dimensions is, as we will see, by no means trivial.
The extension to the spaces Lp,q

κ (Rd × D) relies on our recent work [60].
Hilbert space frames obtained by sampling warped time-frequency systems were

examined in [62], where different necessary or sufficient frame conditions similar to
those for Gabor and wavelet frames were obtained. In the same paper, the authors also
derive readily verifiable conditions under which the sampled warped time-frequency
system satisfies the local integrability condition, thereby providing access to useful
results from the theory of GTI systems.

1.3 RelatedWork: GTI Systems

Warped time-frequency representations areGTI systems [58, 65, 81], and they could be
analyzed within this abstract framework. However, fully general GTI systems include
a considerable number of—usually undesired— pathological cases [49, 93]; these can
be excluded by imposing additional structure-enforcing conditions. The most general
and well-known such condition is the local integrability condition (LIC) of Hernandez
et al. [58], further investigated in [65, 93].

In practice, GTI systems are mostly generated from one (or few) prototype func-
tions through the application of a family of operators—likemodulations or dilations—
that promote a given frequency-bandwidth relationship, such as the constant fre-
quency/bandwidth ratio for classical wavelet systems. Naturally, such systems are
well suited for representing functions with certain frequency-domain properties.

In our case, structure is imposed by the choice of the prototype andwarping function
that determine the frequency-bandwidth relation and the distribution ofGTI generators
in the frequency domain. In this sense, warped time-frequency systems provide a
unified framework for studying structured time-frequency representations.Wewill see
that warped time-frequency systems, despite their generality, satisfy many beneficial
properties that are not simply trivial consequences of them being GTI systems.

As other related time-frequency systems, wemention dictionaries obtained by com-
bining multiple TF dictionaries, either globally [5, 8, 99], or locally in weaved phase
space covers [34, 37, 80]. Furthermore, nonstationary Gabor systems [10, 35, 36, 59]
are closely related to GTI systems via the Fourier transform.

1.4 RelatedWork: Function Space Theory

The joint study of integral transforms and appropriate (generalized) function spaces
is a classical topic in Fourier- and harmonic analysis. In particular, localization and
smoothness properties of functions and their Fourier transforms have received much
attention. Indeed, from the distribution theory of Laurent Schwartz [82, 83] to Paley-
Wiener spaces [17], Sobolev spaces [3, 68, 88] and Besov spaces [16, 88, 91], a
large number of classical function spaces can be meaningfully characterized through
their Fourier transform properties. Other examples include the family of modulation
spaces [40, 53]— defined through the short-time Fourier transform [50, 53]—as well
as spaces of (poly-)analytic functions [1, 12] and the Bargmann [13, 14] and Bergman
transforms [2].
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A powerful general framework for studying function spaces associated with a cer-
tain transform is provided by coorbit theory, originally introduced by Feichtinger and
Gröchenig [43, 44, 52]. As described above, the underlying idea for this theory is
to measure the regularity of a function or distribution in terms of growth or decay
properties of an abstract voice transform. In the original approach of Feichtinger and
Gröchenig, the voice transform is defined through an integrable group representa-
tion acting on a suitable prototype function. Prime examples of different transforms
and the associated coorbit spaces are the short-time Fourier transform [50, 53] and
modulation spaces, associated with the (reduced) Heisenberg group, and the wavelet
transform [32] and (homogeneous) Besov spaces [16, 91], associated with the ax + b
group.

Fornasier and Rauhut [46] realized that the group structure on which classical
coorbit theory relies can be discarded completely. Instead, one can consider the voice
transform associated with a general continuous frame [6, 7], the Gramian kernel of
which is required to satisfy certain integrability and oscillation conditions. Since the
introduction of this general coorbit theory, these results have been improved and
expanded [11, 66, 78], as well as successfully applied, e.g., to Besov and Triebel-
Lizorkin spaces [88, 90, 91] or α-modulation spaces [51]; see e.g. [78, 92] and [30,
84].

1.5 Structure of the Paper

Webeginwith a brief introduction to general coorbit theory in Sect. 2.We then formally
introduce warped time-frequency systems in Sect. 3, in which we also discuss several
concrete examples. Section4 is concerned with conditions on the warping function
� and the prototype θ which ensure that the continuous frame G(θ,�) satisfies the
assumptions of (general) coorbit theory.

To show that the continuous frameG(θ,�) can be sampled to obtain discreteBanach
frame decompositions of the associated coorbit spaces, we will need certain cover-
ings of the phase space � = R

d × D associated with the warping function �. These
coverings are studied in Sect. 5. In Sect. 6, we prove the existence of discrete Banach
frame decompositions for the coorbit spaces Coθ,�(Y ). Finally, in Sect. 8 we inves-
tigate warped time-frequency systems generated by radial warping functions on R

d .
In particular, we show that admissible symmetric warping functions on R give rise to
admissible radial warping functions on R

d .

1.6 Notation and Fundamental Definitions

We use the notation n := {1, . . . , n} for n ∈ N. We write R
+ = (0,∞) for the set of

positive real numbers, and S1 := {z ∈ C : |z| = 1}. For the composition of functions
f and g we use the notation f ◦ g defined by f ◦ g(x) = f (g(x)). For a subset
M ⊂ X of a fixed base set X (which is usually understood from the context), we use
the indicator function 1M of the set M , where 1M (x) = 1 if x ∈ M and 1M (x) = 0
otherwise.
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The (topological) dual space of a (complex) topological vector space X (i.e., the
space of all continuous linear functions ϕ : X → C) is denoted by X ′, while the
(topological) anti-dual of aBanach space X (i.e., the space of all anti-linear continuous
functionals on X ) is denoted by X�. A superscript asterisk (∗) is used to denote the
adjoint of an operator between Hilbert spaces.

We use the convenient short-hand notations � and �, where A � B means A ≤
C · B, for some constant C > 0 that depends on quantities that are either explicitly
mentioned or clear from the context. A � B means A � B and B � A.

1.6.1 Norms and Related Notation

We write |x | for the Euclidean norm of a vector x ∈ R
d , and we denote the operator

norm of a linear operator T : X → Y by ‖T ‖X→Y , or by ‖T ‖, if X ,Y are clear from
the context. In the expression ‖A‖, a matrix A ∈ R

n×d is interpreted as a linear map
(Rd , | • |) → (Rn, | • |). The open (Euclidean) ball around x ∈ R

d of radius r > 0 is
denoted by Br (x).

1.6.2 Fourier-Analytic Notation

The Lebesgue measure of a (measurable) subset M ⊂ R
d is denoted by μ(M).

The Fourier transform is given by f̂ (ξ) = F f (ξ) = ∫
Rd f (x) e−2π i〈x,ξ〉 dx , for

all f ∈ L1(Rd). It is well-known that F extends to a unitary automorphism
of L2(Rd). The inverse Fourier transform is denoted by qf := F−1 f . We write
L2,F(D) := F−1(L2(D)) for the space of square-integrable functions whose Fourier
transform vanishes (a.e.) outside of D ⊂ R

d . In addition to the Fourier transform, the
modulation and translation operatorsMω f = f ·e2π i〈ω,•〉 and Ty f = f (•− y), will
be used frequently.

1.6.3 Matrix Notation

Formatrix-valued functions A : U → R
d×d , the notation A(x)〈y〉 := A(x)·y denotes

the multiplication of the matrix A(x), x ∈ U , with the vector y ∈ R
d in the usual

sense. Likewise, for a set M ⊂ R
d , we write

A(x)〈M〉 := {A(x)〈y〉 : y ∈ M
}
.

Moreover, we define A−1(τ ) := [A(τ )]−1 and similarly A±T (τ ) := [A(τ )]±T . Here,
as in the remainder of the paper, the notation AT denotes the transpose of a matrix A.
We will denote the elements of the standard basis of R

d by e1, . . . , ed .

1.6.4 Convention for Variables

Throughout this article, x, y, z ∈ R
d will be used to denote variables in time/position

space, ξ, ω, η ∈ D in frequency space, λ, ρ, ν ∈ R
d × D in phase space, and finally

σ, τ, ι ∈ R
d denote variables in warped frequency space. Unless otherwise stated, this
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also holds for subscript-indexed variants; precisely, subscript indices (i.e., xi ) are used
to denote the i-th element of a vector x ∈ R

d . In some cases, we also use subscripts
to enumerate multiple vectors, e.g., x1, . . . , xn ∈ R

d . In this case, we denote the
components of xi by (xi ) j .

1.6.5 Solid Spaces, Integral Kernels, and Mixed Lebesgue Spaces

Unless noted otherwise, we will always consider � = R
d × D (with an open set

D ⊂ R
d ), equipped with the Lebesgue measure μ. A Banach space Y ⊂ L1

loc(�) will
be called solid if it satisfies the following: whenever F,G : � → C are measurable
with |F | ≤ |G| almost everywhere and with G ∈ Y , then F ∈ Y and ‖F‖Y ≤
‖G‖Y . Y is rich, if it contains all (locally) integrable, compactly supported functions.
The analogous definitions apply for general locally compact measure spaces, and
in particular to sequence spaces (where the index set is equipped with the discrete
topology).

A kernel on � is a (measurable) function K : � × � → C. Its application to a
(measurable) function F : � → C is denoted by

K (F)(λ) :=
∫

�

K (λ, ρ)F(ρ) dμ(ρ), whenever the integral exists. (1.2)

We will identify two kernels if they agree almost everywhere. As usual, K ∗ denotes
the adjoint kernel K ∗(λ, ρ) = K (ρ, λ), and KT denotes the transposed kernel, given
by KT (λ, ρ) = K (ρ, λ).

Since � = R
d × D has a product structure, it is natural to consider the weighted,

mixed Lebesgue spaces Lp,q
κ (�), for 1 ≤ p, q ≤ ∞, that consist of all (equivalence

classes of almost everywhere equal) measurable functions F : � → C for which

‖F‖Lp,q
κ

:= ∥∥λ2 	→ ‖(κ · F)(•, λ2)‖Lp(Rd )

∥∥
Lq (D)

< ∞. (1.3)

Here, κ : � → R
+ is a (measurable) weight function.

2 Frames, Coverings and Coorbit Spaces

In this section, we prepare our investigation of warped time-frequency systems by
recalling several notions and results related to the theory of continuous frames and
general coorbit theory.

A collection 	 = (ψλ)λ∈� of elements ψλ ∈ H of a separable Hilbert space H is
called a tight continuous frame (for H), if there exists A ∈ R

+ such that

A · ‖ f ‖2H =
∫

�

|〈 f , ψλ〉H|2dμ(λ) for all f ∈ H, (2.1)

and if furthermore the map λ 	→ ψλ is weakly measurable, meaning that λ 	→ 〈 f , ψλ〉
is measurable for each f ∈ H. For the warped time-frequency systems considered
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later, we will see that λ 	→ ψλ is in fact continuous (see Proposition 3.4). We say that
	 is a Parseval frame if A = 1 in Eq. (2.1).

The voice transformwith respect to a tight continuous frame	 = (ψλ)λ∈� is given
by

V	 : H → L2(�), defined by V	 f (λ) := 〈 f , ψλ〉H for all λ ∈ �. (2.2)

The adjoint of the voice transform is given by

V ∗
	 : L2(�) → H, V ∗

	G =
∫

�

G(λ)ψλdμ(λ), (2.3)

with the integral understood in the weak sense (see [53, Page 43]). Finally, the frame
operator of 	 is given by S	 := V ∗

	 ◦ V	 : H → H, so that

S	 f =
∫

�

〈 f , ψλ〉Hψλdμ(λ).

It follows from (2.1) that S	 f = A · f for all f ∈ H; see [25].
Essentially all of coorbit theory is based on certain regularity properties of the

reproducing kernel K	 associated to the continuous frame 	. It is given by

K	 : �×� → C, (λ, ρ) 	→ A−1〈ψρ,ψλ〉H. (2.4)

Without loss of generality, we will henceforth assume that A = 1, i.e.,	 is a Parseval
frame.We remark that K	 ismeasurablewith respect to the product σ -algebra. Indeed,
since H is separable, we can choose a countable orthonormal basis (η j ) j∈J ⊂ H, so
that K	(λ, ρ) =∑ j∈J 〈ψρ, η j 〉H〈η j , ψλ〉H is seen to be measurable as a convergent,
countable series of measurable functions.

A (discrete) frame forH is a countable family	d = (ψ j ) j∈J ⊂ H for which there
exist 0< A ≤ B<∞ such that

A · ‖ f ‖2H ≤
∑

j∈J

|〈 f , ψ j 〉H|2 ≤ B · ‖ f ‖2H for all f ∈ H. (2.5)

This implies (cf. [25] for details) that every f ∈ H can be expanded with respect to
	d ; that is, for each f ∈ H there exists a sequence (c j ) j∈J ∈ �2(J ) such that

f =
∑

j∈J

c j ψ j . (2.6)

2.1 Banach Frame Decompositions

When the Hilbert spaceH is exchanged for a Banach space (B, ‖ • ‖B), and �2(J ) is
replaced by a suitable sequence space B� ⊂ C

J , then validity of the (modified) frame
inequality

∥∥(〈 f , ψ j 〉B,B′
)
j∈J

∥∥
B� � ‖ f ‖B does not necessarily imply a statement
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similar to (2.6) (among other things because in general ψ j ∈ B ′ and not ψ j ∈ B).
Therefore, the dual concepts of Banach frames and atomic decompositions have been
introduced; see [43, 44, 52]. To reduce the number of required definitions, in this
article we only consider the combined concept of a Banach frame decomposition,
which unifies both concepts, under some mild assumptions on B that allow one to
make sense of the intersection B ∩ B ′; see Appendix Appendix A for details.

Definition 2.1 Let (B, ‖•‖B) be a Banach space. A family	d = (ψ j ) j∈J ⊂ B∩B ′ is
called aBanach framedecomposition for B if there exist a dual family Ed = (e j ) j∈J ⊂
B ∩ B ′ and solid, rich Banach sequence spaces (B
, ‖ • ‖B
 ) and (B�, ‖ • ‖B� ) over
J , i.e., B
, B� ⊂ C

J , with the following properties:

• The coefficient operators

C	d : B → B�, f 	→ (〈 f , ψ j 〉B,B′
)
j∈J and

CEd : B → B
, f 	→ (〈 f , e j 〉B,B′
)
j∈J

are well-defined and bounded.
• The reconstruction operators

R	d : B
 → B, (c j ) j∈J 	→
∑

j∈J

c j ψ j and

REd : B� → B, (c j ) j∈J 	→
∑

j∈J

c j e j

are well-defined and bounded, with unconditional convergence of the defining
series in a suitable topology.

• We have R	d ◦ CEd = idB = REd ◦ C	d , or in other words

f =
∑

j∈J

〈 f , e j 〉B,B′ ψ j =
∑

j∈J

〈 f , ψ j 〉B,B′ e j for all f ∈ B.

Remark 2.2 In some recent works, atomic decompositions of Banach spaces are
defined by a pair of systems (	d , 	̃d), with 	d ∈ B ′ providing the analysis, and
	̃d ∈ B the synthesis operation, e.g., [25, Definition 24.3.1]. In that sense, Defi-
nition 2.1 is not dissimilar to stating that both (	d , Ed) and (Ed , 	d) are atomic
decompositions of B. Nonetheless, a Banach frame decomposition, which implies the
existence of a class of test functions embedded into B and B ′, is distinct, since it places
additional assumptions on the sequence spaces B
, B� on which the reconstruction
operators are further required to be unconditionally convergent.

2.2 Coverings andWeight Functions

For applying the discretization results of (general) coorbit theory, we will have to
construct special coverings of the phase space � = R

d × D. To allow for a more
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streamlined development later on, the present subsection discusses the required prop-
erties of these coverings. The most basic of these properties are admissibility and
moderateness.

Definition 2.3 LetO �= ∅ be a set. A family V = (Vj ) j∈J of non-empty subsets ofO
is called an admissible covering of O, if we have O =⋃ j∈J Vj and if

N(V) := sup
j∈J

| j∗| < ∞ where j∗ := {i ∈ J : Vi ∩ Vj �= ∅} for j ∈ J .

(2.7)

IfO is a topological space, we say that a family V as above is topologically admissi-
ble if it is admissible and if each Vj ⊂ O is open and relatively compact (i.e., Vj ⊂ O
is compact).

Remark We remark that every topologically admissible covering is locally finite:
Given x ∈ O, we have x ∈ Vj0 for some j0 ∈ J . Since Vj0 is open and since
Vj ∩ Vj0 �= ∅ can only hold for i ∈ j∗0 with j∗0 ⊂ J finite, we see that V is indeed a
locally finite covering.

In the special case where O = � has a product structure, we will also use the
following class of coverings.

Definition 2.4 [60, Def. 2.12] Let � = �1 × �2, where each � j is equipped with
a measure μ j and μ = μ1 ⊗ μ2. We say that a family U = (Uj ) j∈J is a product-
admissible covering of �, if it satisfies the following: J is countable, � =⋃ j∈J U j ,
each Uj is non-empty and of the form Uj = U1, j × U2, j with U�, j ⊂ �� open, and
there is a constant C > 0 such that the covering weight wU defined by

(wU) j := min
{
1, μ1(U1, j ), μ2(U2, j ), μ(Uj )

}
for j ∈ J (2.8)

satisfies (wU) j ≤ C · (wU)� for all j, � ∈ J with Uj ∩U� �= ∅.
Given a product-admissible covering U = (Uj ) j∈J and a measurable function

u : � → R
+, we say that u is U-moderate if there is a constant C ′ > 0, such that

u(λ) ≤ C ′ · u(ρ) for all j ∈ J and all λ, ρ ∈ Uj .

If U = (Uj ) j∈J is a product-admissible covering of �, then with wU as defined in
(2.8), it is easy to see that there exists a measurable function wc

U : � → R
+ such that

(wU) j � wc
U(λ) for all j ∈ J and λ ∈ Uj . (2.9)

Furthermore, any two such weights wc
U, w̃

c
U satisfy wc

U � w̃c
U. We refer to [60, Theo-

rem 2.13] for the details.
In addition to such coverings, the studyof specific coorbit spaces and their properties

relies on certain weighted spaces that are compatible with the given coverings in a
suitable way. The following classes of weight functions are of particular importance.
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Definition 2.5 1. Any measurable function v : O → R
+ on a measurable space O

will be called a weight, or a weight function.

2. A weight m : O × O → R
+ is called symmetric if m(λ, ρ) = m(ρ, λ) for all

λ, ρ ∈ O.
3. Given any weight v : O → R

+, the associated weight mv : O × O → R
+ is

defined by

mv(λ, ρ) := max

{
v(λ)

v(ρ)
,
v(ρ)

v(λ)

}
, for all λ, ρ ∈ O. (2.10)

4. A weight function v on R
d is called submultiplicative, if

v(λ+ ρ) ≤ v(λ) · v(ρ), for all λ, ρ ∈ R
d .

Given such a submultiplicative weight v, another weight function ṽ : R
d → R

+
is called v-moderate if

ṽ(λ+ ρ) ≤ v(λ) · ṽ(ρ), for all λ, ρ ∈ R
d . (2.11)

5. We say that a weight v on R
d is radially increasing if v(λ) ≤ v(ρ) whenever

λ, ρ ∈ R
d with |λ| ≤ |ρ|. This in particular implies that v(λ) only depends on |λ|.

Remark 2.6 If v1, v2 are v0-moderateweights and v0(λ) = v0(−λ) for allλ ∈ R
d , then

a simple derivation shows that 1/v1, max{v1, v2}, and min{v1, v2} are v0-moderate as
well.

2.3 Kernel Spaces

The main prerequisite of general coorbit theory is that the reproducing kernel K	—
and some additional kernels derived from it—must satisfy appropriate decay condi-
tions. These are formulated in terms of certain Banach spaces of integral kernels that
we review in this subsection.

Let (�,μ) be a σ -finite measure space. Recall from Sect. 1.6.5 that a kernel is any
measurable map K : �×� → C. Given such a kernel and a symmetric weight m on
�×�, we define ‖K‖Am (�) := ‖K‖Am , where

‖K‖Am := max

{

ess sup
ρ∈�

∫

�

∣
∣m(ρ, λ) · K (ρ, λ)∣∣ dμ(λ),

ess sup
λ∈�

∫

�

∣∣m(ρ, λ) · K (ρ, λ)∣∣ dμ(ρ)
}
, (2.12)

and we define Am := Am(�) := {K : � × � → C : K measurable and ‖K‖Am <

∞}. In the case where m ≡ 1, we use the notation A1.
For most applications, it is not enough to know that K	 ∈ Am ; rather, it is required

that the integral operator associated to K	 or |K	 | (defined in Equation (1.2)) acts
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boundedly on a given solid Banach space Y ⊂ L1
loc(�). Precisely, given a kernel

K : �×� → C, we set
∥∥ |K | ∥∥Y→Y := ∞ if the integral operator associated to |K |

does not define a bounded linear map on Y ; otherwise, we denote by
∥∥ |K | ∥∥Y→Y the

operator norm of this integral operator. With this convention, we define

Am,Y := {K ∈ Am : ∥∥ |K | ‖Y→Y < ∞}, with norm

‖K‖Am,Y := max
{‖K‖Am ,

∥∥ |K | ∥∥Y→Y

}
.

Remark 2.7 (cf. [66, Lemma 2.45]) If K is measurable and if |K | induces a bounded
operator Y → Y , then so does K itself, since Y is solid. A similar argument shows
that Am,Y is a solid space of kernels: Let K , L be measurable with K ∈ Am,Y and
|L| ≤ |K | almost everywhere (with respect to the product measure). Then, for μ-
almost every λ ∈ �, |L(λ, •)| ≤ |K (λ, •)| μ-almost everywhere, implying

||L|(F)(λ)| ≤ |L|(|F |)(λ) ≤ |K |(|F |)(λ) μ-almost everywhere.

Noting that ‖F‖Y = ‖|F |‖Y due to solidity of Y , the first inequality implies
that to determine the operator norm ‖|L|‖Y→Y , it suffices to consider nonnegative
functions F ∈ Y . On the other hand, for such functions, the second inequality
implies ‖|L|(F)‖Y ≤ ‖|K |(F)‖Y , by solidity of Y . Hence, we have established
‖|L|‖Y→Y ≤ ‖|K |‖Y→Y , and therefore ‖|L|‖Am,Y ≤ ‖|K |‖Am,Y follows with solidity
of Am , which is clear from the definition.

Finally, we remark that our definition ofAm,Y is different from the definition in [66,
Section 2.4] in that we take the norm

∥
∥ |K | ∥∥Y→Y instead of ‖K‖Y→Y . Nevertheless,

if a kernel K satisfies K ∈ Am,Y with our definition, it also satisfies K ∈ Am,Y

according to the definition in [66, Section 2.4], so that the slightly different definition
will not cause problems.

For applications of coorbit theory, one has to verify K	 ∈ Am,Y for the space Y
of interest and a certain weight m. In many cases, it turns out to be easier to verify
K	 ∈ Bm0 , where Bm0 is a smaller space of kernels that satisfies Bm0 ↪→ Am,Y ,
possibly withm0 = m. Precisely, since we are mostly interested in the product setting
of kernels on � = �1 ×�2, we will use the following spaces Bm introduced in [60].

Definition 2.8 Let (�,μ) = (�1 × �2, μ1 ⊗ μ2), where (�1, μ1), (�2, μ2) are σ -
finite measure spaces. Given a kernel K : �×� → C, we define

K (λ2,ρ2)(λ1, ρ1) := K (λ, ρ) for λ = (λ1, λ2), ρ = (ρ1, ρ2) ∈ �. (2.13)

Using this notation, we define

‖K‖B1 := ‖K‖B1(�) :=
∥∥∥(λ2, ρ2) 	→ ∥∥K (λ2,ρ2)

∥∥A1(�1)

∥∥∥A1(�2)
∈ [0,∞],
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and B1 := B1(�) := {K : �×� → C : K measurable and ‖K‖B1 < ∞}. Finally,
given a symmetric weight m : � × � → R

+, we define Bm := Bm(�) := {K :
�×� → C : m · K ∈ B1

}
, with norm ‖K‖Bm := ‖m · K‖B1 .

As shown in [60, Propositions 2.5 and 2.6], Bm is a solid Banach space of integral
kernels that satisfies ‖KT ‖Bm = ‖K‖Bm and furthermore ‖K‖Am ≤ ‖K‖Bm for every
kernel K . If the weight m additionally satisfies m(x, z) ≤ Cm(x, y)m(y, z), for all
x, y, z ∈ � and some C > 0, then it is easy to see that Am,Bm are algebrae with
respect to the standard kernel product, defined by

K1 · K2 =
∫

�

K1(•1, λ)K2(λ, •2) dμ(λ).

Most importantly for us, the integral operators associated to kernels in Bmκ act bound-
edly on the mixed-norm Lebesgue spaces Lp,q

κ (�); see the following proposition.

Proposition 2.9 (see [60, Proposition 2.7]) Let� as in Definition 2.8, let κ be a weight
on�, and let mκ : �×� → R

+ be as in Equation (2.10). Then, for each kernel K ∈
Bmκ (�) and arbitrary p, q ∈ [1,∞], the associated integral operator K (•) defined
in Equation (1.2) restricts to a bounded linear operator K (•) : Lp,q

κ (�) → Lp,q
κ (�),

with absolute convergence almost everywhere of the defining integral, and with

‖K (F)‖Lp,q
κ (�) ≤ ‖K‖Bmκ

· ‖F‖Lp,q
κ (�) ∀ F ∈ Lp,q

κ (�). (2.14)

In particular, this implies for Y = Lp,q
κ (�) and any (symmetric) weight m with

m ≥ mκ that ‖K‖Am,Y ≤ ‖K‖Bm .

2.4 General Coorbit Spaces

In this subsection, we give a brief crash-course to general coorbit theory. Our treatment
is essentially based on [66], but incorporates additional simplifications (from [60]) that
are on the one hand due to using the kernel space Bm instead of Am,Y , and on the
other hand due to imposing slightly more restrictive assumptions than in [66]. For the
warped time-frequency systems that we consider, these assumptions are automatically
satisfied, justifying this restriction.

To formulate our assumptions for the applicability of coorbit theory, we need one
final ingredient.

Definition 2.10 Let V = (Vj ) j∈J be an arbitrary open covering of � = R
d × D. The

maximal kernel MVK associated to a given kernel K : �×� → C, given by

MVK : �×� → [0,∞], (λ, ρ) 	→ sup
ν∈Vλ

|K (ν, ρ)| where

Vλ :=
⋃

j∈J with λ∈Vj

Vj . (2.15)

In what follows, we shall always work in the following setting:
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Assumption 2.11 Let D ⊂ R
d be open, and let� = R

d ×D, equipped with the Borel
σ -algebra and the Lebesgue measure μ. We assume that

1. U = (Uj ) j∈J is a product-admissible covering of �;
2. u : � → R

+ is continuous and U-moderate;
3. m0 : � × � → R

+ is continuous and symmetric and satisfies m0(λ, ρ) ≤
C (0) · u(λ) u(ρ) for all λ, ρ ∈ � and some C (0) > 0;

4. 	 = (ψλ)λ∈� is a continuous Parseval frame for L2,F(D), and the map � →
L2(Rd), λ 	→ ψλ is continuous;

5. v : � → [1,∞) is continuous and satisfiesv(λ) ≥ c·max
{‖ψλ‖L2 , u(λ)/wc

U(λ)
}

for some c > 0 and all λ ∈ �, with wc
U as in Eq. (2.9);

6. Y ⊂ L1
loc(�) is a rich, solid Banach space such that ‖K (•)‖Y→Y ≤ ‖K‖Bm0

for
all K ∈ Bm0 ;

7. The kernel K	 defined in Eq. (2.4) satisfies

K	 ∈ Amv and MUK	 ∈ Bm0 . (2.16)

with mv as defined in Eq. (2.10).

By Proposition 2.9, Condition (6) is satisfied for Y = Lp,q
κ (�), as long as κ(λ)

κ(ρ)
≤

m0(λ, ρ) for all λ, ρ ∈ �.

Remark 2.12 If the kernel K is continuous in the second component (as is the case for
the reproducing kernel K	 , under the conditions in Assumption 2.11), then MUK is
lower semicontinuous and hence measurable. To see this, let α ∈ R and (λ0, ρ0) ∈
� × � with MUK (λ0, ρ0) > α. Then there are j ∈ J with λ0 ∈ Uj and some
ν ∈ Uj such that |K (ν, ρ0)| > α. By continuity of K (ν, •), there is thus an open set
V ⊂ � with ρ0 ∈ V and such that |K (ν, ρ)| > α for all ρ ∈ V . Overall, we see for
(λ, ρ) ∈ Uj × V that MUK (λ, ρ) ≥ |K (ν, ρ)| > α. Since U is a product-admissible
covering,Uj is open; thus, we have shown that MUK is indeed lower semicontinuous.

The next theorem shows that the conditions in Assumption 2.11 ensure that one
can extend the voice transform to a suitably defined space of distributions.

Theorem 2.13 Under Assumption 2.11, the following hold: The space

H1
v := H1

v(	) := { f ∈ L2,F(D) : V	 f ∈ L1v
}
, with the norm ‖ f ‖H1

v
:= ‖V	 f ‖L1v ,

(2.17)

is a Banach space satisfying H1
v ↪→ L2,F(D), with dense image. Furthermore, there

is some C ′ > 0 such that ‖ψλ‖H1
v

≤ C ′ · v(λ) < ∞ for all λ ∈ �. In fact, H1
v is the

minimal Banach space with that property.
Finally, for each f ∈ (H1

v)
�, the extended voice transform

V	 f : � → C, λ 	→ 〈 f , ψλ〉(H1
v)

�,H1
v

= f (ψλ) (2.18)

satisfies V	 f ∈ L∞
1/v(�). In fact, the expression ‖V	 f ‖L∞

1/v
defines an equivalent

norm on (H1
v)

�.
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Proof Define C ′ := ‖K	‖Amv
. Then, [66, Lemma 2.13] shows that ‖ψλ‖H1

v
≤ C ′ ·

v(λ) holds for all λ ∈ � \ N , if λ 	→ ψλ is weakly measurable. If λ 	→ ψλ and v
are continuous, their proof is easily seen to hold pointwise for all λ ∈ � and hence
	 ⊂ H1

v . Since 	 is a continuous frame for L2,F(D), this in particular implies that
H1
v ⊂ L2,F(D) is dense. The completeness of (H1

v, ‖ • ‖H1
v
) and the continuity of the

embedding H1
v ↪→ L2,F(D) follow from [60, Lemma 8.1]. The minimality property

of H1
v is shown in [46, Corollary 1].

For ϕ ∈ (H1
v)

�, [60, Lemma 8.1] shows that V	ϕ is measurable with respect to
the Lebesgue σ -algebra, and that ϕ 	→ ‖V	ϕ‖L∞

1/v
defines an equivalent norm on

(H1
v)

�. Thus, we only show that V	ϕ is in fact measurable with respect to the Borel
σ -algebra. To see this, define W := {V	 f : f ∈ H1

v} ⊂ L1
v(�) and γ : W →

C, V	 f 	→ ϕ( f ), noting that this is a well-defined, bounded linear functional since
|γ (V	 f )| = |ϕ( f )| ≤ C · ‖ f ‖H1

v
= C · ‖V	 f ‖L1

v
. By combining the Hahn-Banach

theorem with the characterization of the dual of L1
v(�), we thus see that there exists

G ∈ L∞
1/v(�) satisfying

V	ϕ(λ) = ϕ(ψλ) = γ (V	ψλ) =
∫

�

G(ρ)V	ψλ(ρ) dρ.

Now, since (λ, ρ) 	→ V	ψλ(ρ) = 〈ψλ,ψρ〉 = K	(ρ, λ) is measurable and since
G ∈ L∞

1/v and V	ψλ ∈ L1
v (as shown above), the measurability of V	ϕ is an easy

consequence of the Fubini-Tonelli theorem (see [27, Proposition 5.2.1]).

Now that we have constructed the “reservoir” (H1
v)

�, we can use it to define the
coorbit space associated to the frame 	 and a solid Banach space Y .

Theorem 2.14 Suppose that Assumption 2.11 is satisfied. Then the coorbit of Y with
respect to 	,

Co Y := Co(	, Y ) := { f ∈ (H1
v)

� : V	 f ∈ Y
}
, (2.19)

is a Banach space with natural norm ‖ f ‖Co Y := ‖V	 f ‖Y .
Additionally, for any G ∈ Y , the property G = K	(G) is equivalent to G = V	 f

for some f ∈ Co Y . The map V	 : Co Y → Y is an isometry of Co Y onto the closed
subspace K	(Y ) of Y . Finally, the inclusion Co Y ↪→ (H1

v)
� is continuous.

Proof This follows from [60, Proposition 8.6] together with [66, Sections 2.3 and 2.4].

Note that the definition of Co Y is independent of the weight v in the following
sense: If ṽ is another weight such that Assumption 2.11 holds, then (2.19) defines the
same space, see [66, Lemma 2.26]. Furthermore, according to [66, Lemma 2.32], we
have the following special cases:

CoL1
v = H1

v, CoL∞
1/v = (H1

v)
� and CoL2 = L2.
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The coorbit spaces (Co Y , ‖ • ‖Co Y ) are independent of the particular choice of
the continuous frame 	, under a certain equivalence condition on the mixed kernel
associated to a pair of continuous Parseval frames.

Proposition 2.15 If 	 and 	̃ are continuous Parseval frames for L2,F(D) such that
Assumption 2.11 is satisfied for 	 and also for 	̃, and if K	,	̃ , K	̃,	 ∈ Amv ∩ Bm0 ,
where

K	,	̃ is the mixed kernel defined by

K	,	̃(λ, ρ) := 〈ψ̃ρ, ψλ
〉

(2.20)

then

H1
v(	) = H1

v(	̃) and Co(	, Y ) = Co(	̃,Y ).

Proof Assumption 2.11 impliesAmv ∩Bm0 ↪→ Amv,Y . Thus, [66, Lemma 2.29] yields
the claim.

2.5 Discretization in Coorbit Spaces

General coorbit theory provides a machinery for constructing Banach spaces Co Y
and associated (Banach) frames and atomic decompositions through sampling of the
continuous frame 	 on �. The results summarized here have been developed by
Fornasier and Rauhut [46] and extended in [11, 60, 61, 66, 78].

In a nutshell, the idea for discretizing the continuous frame 	 is to consider a
sufficiently fine covering V = (Vj ) j∈J such that the frame 	 = (ψλ)λ∈� is almost
constant (in a suitable sense) on each of the sets Vj . Then, by choosing λ j ∈ Vj ,
it is intuitively plausible that the discrete family (ψλ j ) j∈J behaves similarly to the
continuous frame 	. The following definition makes this idea of 	 being almost
constant on each of the Vj more precise.

Definition 2.16 Let � : �×� → S1 ⊂ C be continuous. The �-oscillation oscV,� :
� × � → [0,∞) of a continuous Parseval frame 	 = (ψλ)λ∈λ with respect to the
topologically admissible covering V = (Vj ) j∈J of � is defined as

oscV,�(λ, ρ) := osc	,V,�(λ, ρ) := sup
ν∈V�

|〈ψλ,ψρ − �(ρ, ν)ψν〉|

= sup
ν∈V�

|K	(ρ, λ)− �(ρ, ν)K	(ν, λ)|

= sup
ν∈V�

|K	(λ, ρ)− �(ρ, ν)K	(λ, ν)|,
(2.21)

where V� :=⋃ j∈J with ρ∈Vj
Vj .

Remark 2.17 The oscillation oscV,� : � × � → [0,∞) is well-defined and lower
semicontinuous and hence measurable. Indeed, each setVρ ⊂ � is relatively compact
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as a finite union of relatively compact sets, where finiteness of the union is implied
by the remark after Definition 2.3. Next, note that K	 is continuous, since the map
λ 	→ ψλ is (strongly) continuous by Assumption 2.11. Since continuous functions
are bounded on relatively compact sets, this shows that oscV,� is finite-valued. Now
proceed analogous to Remark 2.12.

We further consider specific sequence spaces associated to Y and a collection W
of subsets of �.

Definition 2.18 For any family W = (Wj ) j∈J with a countable index set J and
consisting of measurable subsets Wj ⊂ � with 0 < μ(Wj ) < ∞ and any sequence
c = (c j ) j∈J ∈ C

J , we define

‖c‖Y �(W) :=
∥∥
∥∥
∑

j∈J

|c j |1Wj

∥∥
∥∥
Y

∈ [0,∞] and

‖c‖Y 
(W) :=
∥∥
∥∥
∑

j∈J

|c j |
μ(Wj )

1Wj

∥∥
∥∥
Y

∈ [0,∞],

and finally

Y �(W) := {c ∈ C
J : ‖c‖Y �(W) < ∞}

and Y 
(W) := {c ∈ C
J : ‖c‖Y 
(W) < ∞}. (2.22)

The following set of assumptions summarizes the conditions that ensure applica-
bility of the discretization results from coorbit theory.

Assumption 2.19 In addition to Assumption 2.11, assume the following conditions:

1. V = (Vj ) j∈J is a topologically admissible covering of �;
2. � : �×� → S1 is continuous;
3. With m := max{m0,mv}, we have

‖oscV,�‖Bm · (2‖K	‖Bm + ‖oscV,�‖Bm ) < 1;

Remark 2.20 If W in Definition 2.18 is identical to the topologically admissible cov-
ering V = (Vj ) j∈J , we often write Y � and Y 
 for Y �(V) or Y 
(V). In fact, it is often
possible to choose the product-admissible covering U from Assumption 2.11 identical
to the topologically admissible covering V, and we will indeed do so, but this is not
required. However, the oscillation of	 provides a useful, straightforward estimate for
the maximal kernel associated to K	 :

MVK	(λ, ρ) ≤ |K	(λ, ρ)| + osc∗
	,V,�(λ, ρ), a.e., (2.23)

for any choice of �. Hence, Assumption 2.19(3) implies the second part of Assump-
tion 2.11(7) if U = V.
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Remark 2.21 Note that an appropriate choice of the map � : � × � → S1 is crucial
to achieve small Bm-norm of the oscillation and, consequently, for satisfying Item 3
above. In this work, we will only consider a single, straightforward choice for �
and the map � : � × � → S1, namely � = R

d × D, with D ⊂ R
d open, and

� : ((y, ω), (z, η)) 	→ e−2π i〈y−z,ω〉, cf. Theorem 6.1. However, other continuous
frames 	 may require a different choice of �.

The following theorem shows that the preceding conditions indeed imply that suit-
ably sampling the continuous frame 	 produces a Banach frame decomposition of
Co(Y ).

Theorem 2.22 If Assumption 2.19 holds and if for each j ∈ J some λ j ∈ Vj is
chosen, then the discrete frame	d = (ψλ j ) j∈J forms a Banach frame decomposition
for Co(Y ) = Co(	, Y ), with the sequence space Y � and Y 
 taking the place of B�

and B
.

Proof This follows from [60, Proposition 8.7], by choosing L := oscV,� and Ũ =
V and by noting that the topologically admissible covering V is admissible in the
terminology of [60].

One strategy to satisfy the conditions of Theorem 2.22 is the construction of a
parametrized family of topologically admissible coverings Vδ such that

‖oscVδ,�‖Bm

δ→0−→ 0. (2.24)

Then, δ0 > 0 can be found such that Theorem 2.22 holds for the fixed frame 	 and
all Vδ with δ ≤ δ0.

In [78]—later generalized in [66, Theorem 2.50]—a complementary discretization
result is introduced, which allows to derive Banach frame decompositions for all
appropriate Co Y directly from (discrete) frames on the Hilbert spaceH, obtained by
sampling a continuous frame. This is an intriguing and important result, given that
the explicit construction of frames for H by sampling a continuous frame is often
straightforward, see, e.g., [62]. Although we do not consider this result in detail here,
we would like to note that its adjustment to our setting is straightforward.

2.6 Sequence Spaces Associated to Mixed-Norm Lebesgue Spaces

In this subsection, we show for Y = Lp,q
κ (�) and under suitable conditions on the

coveringW, that the coefficient spacesY �(W) andY 
(W) coincidewith certainmixed-
norm sequence spaces �p,qκ̃ (J ). Here, given a (countable) index set J of the form
J = J1 × J2, and any fixed discrete weight κ̃ : J → R

+, the space �p,qκ̃ (J ) consists
of all sequences c = (c�,k)(�,k)∈J ∈ C

J for which

‖c‖�p,qκ̃ (J ) := ∥∥k 	→ ‖̃κ(•, k) c•,k‖�p(J1)
∥
∥
�q (J2)

< ∞. (2.25)

Precisely, our result is as follows:
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Lemma 2.23 Let J = J1 × J2 be a countable index set andQ = (Qk)k∈J2 an admis-
sible covering of�2. For each k ∈ J2, let Pk = (P�,k)�∈J1 be an admissible covering
of �1 such that supk∈J2 N(Pk) < ∞. Define U = (U�,k)(�,k)∈J by

U�,k := P�,k × Qk, for all (�, k) ∈ J . (2.26)

If the weight function κ : � → R
+ satisfies

κ(λ0)/κ(λ1) ≤ C, for some C > 0, all λ0, λ1 ∈ U�,k and all (�, k) ∈ J = J1 × J2,

(2.27)

then, for all 1 ≤ p, q ≤ ∞,

(
Lp,q
κ (�)

)�
(U) = �

p,q

κ
�
U
(J ) and

(
Lp,q
κ (�)

)

(U) = �

p,q

κ


U
(J ), with equivalent norms.

(2.28)

Here,
(
Lp,q
κ (�)

)�
(U) and (Lp,q

κ (�)
)

(U) are the spaces defined in (2.22) and the

weights κ�U and κ
U are given by

κ
�
U(�, k) = [μ1(P�,k)]1/p · [μ2(Qk)]1/q · κ�,k and

κ


U(�, k) = [μ1(P�,k)]1/p−1 · [μ2(Qk)]1/q−1 · κ�,k,

where κ�,k := supλ∈U�,k
κ(λ) for all (�, k) ∈ J .

Proof We prove the assertion for p, q < ∞; the proof for the cases p = ∞ or q = ∞
is similar and hence omitted.

Note that if V = (Vj ) j∈J is an admissible covering of a set O and if (a j ) j∈J ∈
[0,∞)J , then at most N(V) summands of the sum

∑
j∈J a j1Vj (x) are non-zero for

each fixed x ∈ O. Therefore, given any r ∈ R
+, we have

(∑
j∈J a j1Vj (x)

)r �∑
j∈J a

r
j1Vj (x), where the implied constant only depends on r and on N(V).

Let (c�,k)(�,k)∈J ∈ C
J and set fc(λ) :=∑�,k∈J |c�,k |1U�,k (λ). The estimate from

the preceding paragraph, first applied to V = Q, and then applied to V = Pk for fixed
k ∈ J2, shows

(
fc(λ)
)p =
(∑

k∈J2

1Qk (λ2)
∑

�∈J1

|c�,k |1P�,k (λ1)
)p

�
∑

k∈J2

[
1Qk (λ2)

(∑

�∈J1

|c�,k |1P�,k (λ1)
)p]

�
∑

k∈J2

1Qk (λ2)
∑

�∈J1

|c�,k |p1P�,k (λ1).

(2.29)
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Furthermore, note that Eq. (2.27) implies κ(λ) � κ�,k for λ ∈ U�,k = P�,k × Qk .
Therefore, integrating the estimate (2.29) over λ1 ∈ �1, we see

gc(λ2) :=
∫

�1

(
fc(λ1, λ2) · κ(λ1, λ2)

)p
dμ1(λ1)

�
∑

k∈J1

1Qk (λ2)
∑

�∈J1

|c�,k |p
∫

�1

(
κ(λ1, λ2)

)p · 1P�,k (λ1) dμ1(λ1)

�
∑

k∈J1

[
1Qk (λ2)

∑

�∈J1

|c�,k · κ�,k |p · μ1(P�,k)
]
.

Now, we again use the estimate from the beginning of the proof (for V = Q) to obtain

[gc(λ2)]q/p �
(∑

k∈J1

[
1Qk (λ2)

∑

�∈J1

|c�,k · κ�,k |p · μ1(P�,k)
]) q

p

�
∑

k∈J1

[
1Qk (λ2)

(∑

�∈J1

|c�,k · κ�,k |p · μ1(P�,k)
) q

p
]
.

Integrating this over λ2 ∈ �2, we finally see

‖c‖q
(Lp,q

κ (�))�(U) = ‖ fc‖qLp,q
κ (�)

=
∫

�2

[gc(λ2)]q/p dμ2(λ2)

�
∑

k∈J1

[
μ2(Qk)

(∑

�∈J1

|c�,k · κ�,k |p · μ1(P�,k)
) q

p
]

= ‖c‖q
�
p,q

κ
�
U

,

which completes the proof for the identification of the space
(
Lp,q
κ (�)

)�
(U).

The identification of
(
Lp,q
κ (�)

)

(U) follows by substituting c�,kμ(U�,k)

−1 for c�,k
everywhere in the derivations above.

Our proof of the above result relies heavily on the product structure of the covering
U in (2.26). Although minor generalizations of the conditions placed on U are possible
without significant complications, one cannot expect to recover a similar result without
restrictions on U. However, in our setting of warped time-frequency systems, product
coverings as in (2.26) arise quite naturally and the result above is entirely sufficient.

3 Frequency-Adapted Tight Continuous Frames ThroughWarping

In this section, we define the class of warped time-frequency systems as tools for the
analysis and synthesis of functions. The framework presented here generalizes the
systems introduced in [61] to arbitrary dimensions. The basic properties presented
in this section are proven analogous to the one-dimensional case, such that we only
provide references.
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As explained in the introduction, a warped time-frequency system generates a joint
time-frequency representation in which the trade-off between time- and frequency-
resolution at any given frequency position is governed by the associated frequency
scale. That frequency scale is generated by the warping function.

Definition 3.1 Let D ⊂ R
d be open. A C1 diffeomorphism � : D → R

d is called a
warping function, if det(D�−1(τ )) > 0 for all τ ∈ R

d and if the associated weight
function

w : R
d → R

+, w(τ) = det(D�−1(τ )), (3.1)

is w0-moderate for some submultiplicative weight w0 : R
d → R

+.

Remark We note that w0 is automatically locally bounded, as shown in [57, Theo-
rem 2.1.4] and [94, Theorem 2.2.22].

Let us collect some basic results that are direct consequences of w being w0-
moderate. For the sake of brevity, set

A(τ ) := D�−1(τ ) ∀ τ ∈ R
d (3.2)

for the remainder of this work. First, note that the chain rule—applied to the identity
τ = �(�−1(τ )) for τ ∈ R

d—yields

id = D�(�−1(τ )) · A(τ ), i.e., A(τ ) = [D�(�−1(τ ))]−1. (3.3)

In particular, we get (for arbitrary τ = �(ξ)) that w(�(ξ)) = 1
det(D�(ξ)) . Thus, given

any measurable nonnegative f : R
d → [0,∞), a change of variables leads to the

frequently useful formulae

∫

D
f (�(ξ)) dξ =

∫

Rd
w(τ) · f (τ ) dτ , and consequently

‖ f ◦�‖Lp(D) = ‖ f ‖Lp

w1/p
. (3.4)

Finally, we note that submultiplicativity of w0 and w0-moderateness of w yields
translation invariance of Lp

w1/p and Lp

w
1/p
0

. Indeed, if w is any w0-moderate weight

(not necessarily given by (3.1)), thenw(τ + ι) ≤ min{w(τ)w0(ι), w(ι)w0(τ )}, so that
(3.4) yields

‖Tι f ‖p
Lp

w1/p
≤ w0(ι) · ‖ f ‖p

Lp

w1/p
and ‖Tι f ‖p

Lp

w1/p
≤ w(ι) · ‖ f ‖p

Lp

w
1/p
0

(3.5)

for all measurable f : R
d → C and allw0-moderate weightsw. In particular, one can

choose w = w0, since w0 is submultiplicative and hence w0-moderate.
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Moderateness (and positivity) of the weight function w associated to the warping
function � ensure that warped time-frequency systems and the associated represen-
tations are well-defined and possess some essential properties, as we will see shortly.
But first, let us formally introduce warped time-frequency systems.

Definition 3.2 Let � be a warping function and θ ∈ L2√
w
(Rd). The (continuous)

warped time-frequency system generated by θ and � is the collection of functions
G(θ,�) := (gy,ω)(y,ω)∈�, where

gy,ω := Ty|gω, with gω := w(�(ω))−1/2 · (T�(ω)θ) ◦� for all y ∈ R
d , ω ∈ D.

(3.6)

Here, the function gω : D → C is extended by zero to a function on all of R
d , so that

|gω is well-defined. The phase space associated with this family is � = R
d × D.

Since w is moderate with respect to w0, we obtain gy,ω ∈ L2,F(D). In fact, (3.4)
and (3.5) show

‖ĝy,ω‖2
L2(D)

≤ w0(�(ω))

w(�(ω))
‖θ‖2

L2√
w
(Rd )

< ∞ and ‖ĝy,ω‖2
L2(D)

≤ ‖θ‖2
L2√

w0

∈ [0,∞].
(3.7)

Thus, G(θ,�) ⊂ L2,F(D) and the associated analysis operation, i.e., taking inner
products with the functions gy,ω, defines a transform on L2,F(D).

Definition 3.3 Let � be a warping function and θ ∈ L2√
w
(Rd). The �-warped time-

frequency transform of f ∈ L2,F(D) with respect to the prototype θ is defined as

Vθ,� f : R
d × D → C, (y, ω) 	→ 〈 f , gy,ω〉L2(Rd ). (3.8)

For λ = (y, ω) ∈ � = R
d × D, we will alternatively use the notations

Vθ,� f (y, ω) = Vθ,� f (λ) and gy,ω = gλ, whenever one or the other is more conve-
nient.

By definition and (3.7), we have Vθ,� f ∈ L∞(�), whenever θ ∈ L2√
w0
(Rd).

Furthermore, using that � ∈ C1 and the translation-invariance of L2√
w
(Rd), one can

also deduce that Vθ,� f ∈ C(�), even under the weaker assumption θ ∈ L2√
w
(Rd).

Proposition 3.4 Let � be a warping function and θ ∈ L2√
w
(Rd). Then

Vθ,� f ∈ C(�), for all f ∈ L2,F(D). (3.9)

In fact, the mapping R
d × D → L2,F(D), (y, ω) 	→ gy,ω is continuous.

Proof Analogous to the proof of [61, Proposition 4.5].
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The next result provides the crucial property that makes warped time-frequency
systems so attractive. Namely, V•,� possesses a norm-preserving property similar
to the orthogonality relations (Moyal’s formula [53, 72]) for the short-time Fourier
transform.

Theorem 3.5 Let � be a warping function and θ1, θ2 ∈ L2√
w

∩ L2(Rd). Then the

following holds for all f1, f2 ∈ L2,F(D):

∫

�

Vθ1,� f1(λ)Vθ2,� f2(λ) dλ = 〈 f1, f2〉L2(Rd )〈θ2, θ1〉L2(Rd ). (3.10)

In particular, for any θ ∈ L2√
w

∩ L2(Rd), G(θ,�) is a continuous tight frame with

frame bound ‖θ‖2
L2
.

Proof Analogous to [61, Theorem 4.6]. Note that θ1, θ2 ∈ L2(Rd) implies the admis-
sibility condition required there, and moreover serves to justify the application of
Plancherel’s theorem in the proof.

As already remarked in [61], θ1, θ2 ∈ L2(Rd) is a sort of admissibility condition
and, in fact, yields the classical wavelet admissibility, if d = 1 and � = log. Besides
the tight frame property, Theorem 3.5 shows that the warped time-frequency repre-
sentations with respect to orthogonal windows, but the same warping function, span
orthogonal subspaces of L2(�). Similarly, orthogonal functions f1, f2 have orthogo-
nal representations, independent of the prototypes θ1, θ2. These additional properties
are useful, e.g., for constructing superframes for multiplexing [9, 54] or multitapered
representations [33, 87, 97].

The tight frame property itself is a basic requirement for general coorbit theory,
and provides a convenient inversion formula:

Corollary 3.6 Given a warping function � and some nonzero θ ∈ L2√
w

∩ L2(Rd).

Then any f ∈ L2,F(D) can be reconstructed from Vθ,� f by

f = 1

‖θ‖2
L2

∫

�

Vθ,� f (λ) gλ dλ. (3.11)

The equation holds in the weak sense.

Proof The assertion is a direct consequence of G(θ,�) being a tight continuous frame
with bound ‖θ‖2

L2 .

Now that the essential properties of warped time-frequency systems are established,
and before proceeding to construct and examine coorbit spaces associated to warped
time-frequency systems, we provide some instructive examples of warping functions
and the resulting warped time-frequency systems.
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3.1 Examples

We present several examples of warping functions. We begin by constructing a d-
dimensional function as a separable (coordinate-wise) combination of 1-dimensional
warping functions. Examples of such 1-dimensional warping functions can be found
in [61].

Separable warping. Fix C1-diffeomorphisms �i : Di → R, i ∈ d , such that
D �−1

i (τ ) = ∂
∂τ
�−1

i (τ ) > 0, for all τ ∈ R, i ∈ d . If each D�−1
i , i ∈ d, is

w0,i -moderate and we take � to be defined as

�(ξ) = (�1(ξ1), . . . , �d(ξd)
)T
, for all ξ ∈ D := D1 × · · · × Dd ,

then clearly � : D → R
d is a diffeomorphism and D�−1 is diagonal, and hence

w(τ) = det(D�−1(τ )) =
∏

i∈d
D�−1

i (τi ) > 0 ∀ τ ∈ R
d ,

and w is w0-moderate for w0(τ ) :=∏i∈d w0,i (τi ).
A family of anisotropic wavelets can be constructed by selecting � = log, where

log : (R+)d → R
d denotes themap ξ 	→ (log(ξ1), . . . , log(ξd))T . It follows that�−1

is the componentwise exponential function and satisfies

D�−1
i (τ ) = diag(eτ1 , . . . , eτd ) and w(τ) = exp(τ1 + · · · + τd),

for all τ ∈ R
d . Hence, w is submultiplicative and moderate with respect to itself.

Furthermore, writing d(ω) := diag(ω1, . . . , ωd) ∈ R
d×d for ω ∈ (R+)d , we see that

the elements of G(θ,�) are given by

gy,ω = w(�(ω))−1/2 · TyF−1 ((Tlog(ω)θ) ◦ log
)

= det(d(ω))−1/2 · TyF−1
(
θ ◦ log([d(ω)]−1〈·〉)

)

= det(d(ω))1/2 · [F−1 (θ ◦ log)
]
(d(ω)〈· − y〉)

= det(d(ω))1/2 · g̃(d(ω)〈· − y〉), with g̃ := F−1(θ ◦ log
)
.

Thus, G(θ,�) is a wavelet system in the sense of [15, 47], with the dilation group
given by the diagonal d × d-matrices with entries in R

+. The derivations above do
not seem to generalize, however, to a setting that recovers wavelets with respect to
general dilation groups. Finally, the expression of gy,ω through linear operators applied
to a single mother wavelet g̃ defined in the time-domain relies on properties of the
coordinate-wise logarithm log and does not generalize to arbitrary warping functions
�.
Radial warping. By choosing the warping function � to be radial, we can construct
time-frequency systems with frequency resolution depending on the modulus |ξ | of
ξ ∈ R

d . The deformation is then fixed on any (d − 1)-sphere of fixed radius, similar
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to isotropic wavelets (see [32, Section 2.6] and [48, Example 2.30]). Generally, radial
warping functions are of the form

�� : R
d → R

d , ξ 	→ �(|ξ |) · ξ/|ξ |,

for a strictly increasing diffeomorphism � : R → R. Under suitable additional
assumptions on �, it can then be shown that (��)

−1 = ��−1 and that�� is a warping
function as per Definition 3.1. It will be shown in future work that radial warping does
not recover isotropic wavelets exactly in dimensions d > 1, for any choice of �, but
that warped time-frequency systems can be close to isotropic wavelets in a sense that
will be made formal in the mentioned follow-up work. An in depth study of radial
warping with some specific examples is provided in Sect. 8.
An explicit, exotic example for d = 2. To demonstrate that there is potential for
warping functions beyond the separable and radial cases, consider the continuous
C1-diffeomorphism

� : R
2 → R

2, ξ 	→ (eξ2 ξ1, ξ2
)T
.

It is straightforward to see that � is a diffeomorphism with inverse �−1(τ ) =
(e−τ2 τ1, τ2)T , which satisfies

D�−1(τ ) =
(
e−τ2 −e−τ2 τ1
0 1

)

and hence w(τ) = det(D�−1(τ )) = e−τ2 > 0. Moreover, it is easy to see that w is
multiplicative (and in particular submultiplicative) and hence self-moderate. Thus,�
is a valid warping function that is neither separable nor radial.

4 Membership of the Reproducing Kernel inBm

As we saw in Sect. 2.4 (see in particular Assumption 2.11), the main challenge in
verifying the applicability of coorbit theory for a continuous Parseval frame 	 lies in
showing that (the maximal function of) the reproducing kernel K	 is contained Amv

or Bm0 , for suitable weights mv,m0 : � × � → R
+. We will do so in two steps:

(1) In the present section, we will derive verifiable conditions on the warping function
� and the prototype function θ which ensure that the warped time-frequency system
	 = G(θ,�) satisfies K	 ∈ Bm , for a weight m satisfying suitable assumptions.
(2) In Sect. 6, we do the same for the �-oscillation of 	 and additionally demonstrate
that ‖oscV,�‖Bm can be made arbitrarily small by choosing an appropriate covering
V. Then, the desired properties of the maximal kernel MVK	 are a consequence of
Remark 2.20.

To prepare for the treatment of the�-oscillation, we already consider mixed kernels
in the present section. This setting only requires little additional effort. We begin by
introducing some notation and conditions that will be used throughout this section.
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Notation & Definition 4.1 By �, we denote a warping function � : D → R
d , with

associated weights w,w0 as in Definition 3.1, A = D�−1 and � := R
d × D. In

all instances, θ, θ1, θ2 ∈ L2√
w0
(Rd) and we denote the mixed kernel associated with

G(θ1,�) and G(θ2,�) by Kθ1,θ2 := KG(θ1,�),G(θ2,�). Finally, for � ∈ {1, 2}, we write
G(θ�,�) = (g[�]

y,ω
)
y∈Rd ,ω∈D = (Ty

}

g[�]
ω

)
y∈Rd ,ω∈D .

1. If there is a continuous function m� : R
d × R

d → R
+ satisfying

m
(
(x,�−1(σ )), (y,�−1(τ ))

) ≤ m�(x − y, σ − τ) ∀ x, y, σ, τ ∈ R
d ,(4.1)

then we say that m is �-convolution-dominated (by m�). If that is the case, we
denote by M : R

d × R
d → R

+ the weight

M(x, τ ) := sup
y∈Rd ,|y|≤R�|x |

[√
w0(τ )m

�(y, τ )
]

where

R� := sup
ξ∈D

‖D�(ξ)‖ ∈ R
+ ∪ {∞}. (4.2)

2. If there exists an m� as in (1), such that m is �-convolution-dominated by m�

and

R� < ∞ or m�(x, σ ) � m�(0, σ ) for all x, σ ∈ R
d , (4.3)

then we say that m is �-compatible (with dominating weight m�).

Furthermore, we require a slightly stricter and more structured notion of regularity
for warping functions.

Definition 4.2 Let ∅ �= D ⊂ R
d be an open set and fix an integer k ∈ N0. A map

� : D → R
d is a k-admissiblewarping functionwith controlweight v0 : R

d → R
+, if

v0 is continuous, submultiplicative and radially increasing and� satisfies the following
assumptions:

• � is a Ck+1-diffeomorphism.
• A = D�−1 has positive determinant.
• With

φτ (ι) :=
(
A−1(τ )A(ι+ τ)

)T = AT (ι+ τ) · A−T (τ ), (4.4)

we have

∥
∥∂αφτ (ι)

∥
∥ ≤ v0(ι) for all τ, ι ∈ R

d and all multiindices α ∈ N
d
0 , |α| ≤ k.

(4.5)

Remark 4.3 1) The function φτ describes the regularity of A around τ ; its relevance
will become clear before long, see Eq. (4.27) below.
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2) On the right-hand side of (4.5), one could allow constantsCα and different weights
ṽα not necessarily being radially increasing, therefore obtaining tighter bounds on
‖∂αφτ (ι)‖. However, whenever such Cα , ṽα exist, there also exists a weight v0
satisfying all the requirements of Definition 4.2.

3) We remark that (4.5) generalizes the conditions mentioned in [61], even for the
case d = 1 considered there.

Theorem 4.4 below shows that smoothness of the prototypes θ1, θ2 and decay
(or localization) of their partial derivatives implies Kθ1,θ2 ∈ Bm , provided that m is
�-compatible. In particular, all conditions are surely satisfied for arbitrary θ1, θ2 ∈
C∞
c (R

d). The proof of Theorem 4.4 is deferred to the end of the section.

Theorem 4.4 Let� be a (d+ p+1)-admissible warping function with control weight
v0, where p = 0 if R� = ∞, definedas in (4.2), and p ∈ N0 otherwise. Let furthermore
m : �×� → R

+ be a symmetric weight satisfying

m
(
(y, ξ), (z, η)

) ≤ (1 + |y − z|)p · v1
(
�(ξ)−�(η)

)
, for all y, z ∈ R

d and ξ, η ∈ D,

(4.6)

for some continuous and submultiplicative weight v1 : R
d → R

+ satisfying v1(ι) =
v1(−ι) for all ι ∈ R

d .
Finally, with

w2 : R
d → R

+, ι 	→ (1 + |ι|)d+1 · v1(ι) · [v0(ι)]9d/2+3p+3,

assume that θ1, θ2 ∈ Cd+p+1(Rd) and

∂n

∂ιnj
θ� ∈ L2

w2
(Rd), for all j ∈ d, � ∈ {1, 2}, 0 ≤ n ≤ d + p + 1 ,

and let

Cmax := Cmax(k, θ1, θ2) :=
∏

�∈{1,2}

(
max
j∈d max

0≤n≤d+p+1

∥∥
∥
∂n

∂ιnj
θ�

∥∥
∥
L2w2 (R

d )

)
. (4.7)

Then, m is �-compatible with dominating weight m�(x, τ ) = (1 + |x |)p · v1(τ )
and there is a constant C > 0, independent of θ1, θ2 and m, satisfying

∥∥Kθ1,θ2

∥∥Bm
≤ C · Cmax < ∞.

4.1 Bounding ‖K�1,�2‖Bm Via Fourier Integral Operators

Towards an explicit estimate for ‖Kθ1,θ2‖Bm , the next result provides an estimate in
terms of families of Fourier integral operators [38, 39, 63, 85] dependent on θ1, θ2.
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Here and in the following, we use eτ , τ ∈ R
d , as short-hand for the (�-dependent)

map

eτ : R
d × R

d → C, (x, ι) 	→ e−2π i
〈
A−T (τ )〈x〉,�−1(ι+τ)〉. (4.8)

Theorem 4.5 Define

L(�)τ0 (x, τ ) := Lτ0 [θ�, θ3−�](x, τ ) :=
∫

Rd

w(ι+ τ0)

w(τ0)
· (θ3−� · Tτ θ�)(ι) · eτ0 (x, ι) dι ,

(4.9)

for � ∈ {1, 2} and x, τ, τ0 ∈ R
d . If m is �-compatible with dominating weight m�,

then we have

‖Kθ1,θ2‖Bm ≤ max
�∈{1,2}

[

ess sup
η∈D
∥∥L(�)�(η)

∥∥
L1M (R

d×Rd )

]

, (4.10)

with M as in (4.2). In particular, if ess supτ0∈Rd

∥∥L(�)τ0
∥∥
L1M (R

d×Rd )
< ∞, for � ∈ {1, 2},

then ‖Kθ1,θ2‖Bm is finite.

We prove Theorem 4.5 by means of two intermediate results. First, an (elementary)
lemma concerned with the Bm-norm of Kθ1,θ2 .

Lemma 4.6 If m is �-convolution-dominated by m�, we have

‖Kθ1,θ2‖Bm

≤ max
�∈{1,2}

[

ess sup
η∈D

∫

D
ess sup
z∈Rd

∫

Rd
m�(y−z,�(ω)−�(η))

·|Kθ�,θ3−� ((y, ω), (z, η))| dy dω
]

.

(4.11)

Proof If we define m̃�(x, τ ) := min{m�(x, τ ),m�(−x,−τ)}, the symmetry of m
easily shows that (4.1) also holds for m̃� instead of m�. Hence, we can assume in
what follows that m� satisfies m�(−x,−τ) = m�(x, τ ) for all x, τ ∈ R

d .
For � ∈ {1, 2} and ω, η ∈ D, define

B�(ω, η) := ess sup
z∈Rd

∫

Rd
m�
(
y − z,�(ω)−�(η)

) · ∣∣Kθ�,θ3−�
(
(y, ω), (z, η)

)∣∣ dy,

and letC := max�∈{1,2} ess supη∈D
∫
D B�(ω, η) dω, which is precisely the right-hand

side of the target inequality. Equation (4.1) yields

ess sup
z∈Rd

∫

Rd

∣∣(m · Kθ1,θ2)
(
(y, ω), (z, η)

)∣∣ dy ≤ B1(ω, η). (4.12)
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Next, note that 〈Ty f1,Tz f2〉 = 〈T−z f1,T−y f2〉 and 〈 f1, f2〉 = 〈 f2, f1〉 for all
f1, f2 ∈ L2(Rd). Based on these identities and the translation-invariant structure of
warped time-frequency systems, we see

Kθ1,θ2

(
(y, ω), (z, η)

) = Kθ1,θ2

(
(−z, ω), (−y, η)

)

= Kθ2,θ1

(
(−y, η), (−z, ω)

) = Kθ2,θ1

(
(z, η), (y, ω)

)
.

(4.13)

Using these identities and renaming z̃ = −y and ỹ = −z, we see

ess sup
y∈Rd

∫

Rd

∣∣(m · Kθ1,θ2)
(
(y, ω), (z, η)

)∣∣ dz

≤ ess sup
y∈Rd

∫

Rd
m�
(
(−z)− (−y),�(ω)−�(η)

) · ∣∣Kθ1,θ2

(
(−z, ω), (−y, η)

)∣∣ dz

= ess sup
z̃∈Rd

∫

Rd
m�
(
ỹ − z̃,�(ω)−�(η)

) · ∣∣Kθ1,θ2

(
(ỹ, ω), (̃z, η)

)∣∣ d ỹ

= B1(ω, η).
(4.14)

Combining (4.12) and (4.14), we see with notation as in (2.13) that

∥∥(m · Kθ1,θ2)
(ω,η)
∥∥A1

≤ B1(ω, η) ∀ω, η ∈ D.

A simple calculation using (4.13) and the symmetry m�(−x,−τ) = m�(x, τ )
proves the identity

B1(ω, η) = B2(η, ω). Overall, we thus see

‖m · Kθ1,θ2‖Bm = max
{
ess sup
η∈D

∫

D
‖(m · Kθ1,θ2)

(ω,η)‖A1 dω,

ess sup
ω∈D

∫

D
‖(m · Kθ1,θ2)

(ω,η)‖A1 dη
}

≤ max
{
ess sup
η∈D

∫

D
B1(ω, η) dω, ess sup

η∈D

∫

D
B2(η, ω) dω

}
,

which completes the proof.

The second intermediate result expresses the integral over D in (4.11) through the
Fourier integral operators L(�)τ0 .



Journal of Fourier Analysis and Applications (2024) 30 :62 Page 31 of 87 62

Lemma 4.7 Let L(�)τ0 , � ∈ {1, 2}, be as in Theorem 4.5. For all (y, ω), (z, η) ∈ � and
� ∈ {1, 2}, we have

∣
∣Kθ�,θ3−�

(
(y, ω), (z, η)

)∣∣ =
√
w(�(η))

w(�(ω))
·
∣
∣
∣L(�)�(η)

(
AT (�(η))〈z − y〉,�(ω)−�(η)

)∣∣
∣ .

(4.15)

If m is�-compatible with dominating weight m�, then we have, for given arbitrary
� ∈ {1, 2} and η ∈ D,

∫

D
ess sup
z∈Rd

∫

Rd
m�
(
y − z,�(ω)−�(η)

) · |Kθ�,θ3−�
(
(y, ω), (z, η)

)| dy dω

≤ ∥∥L(�)�(η)
∥
∥
L1M (R

d×Rd )
, (4.16)

with M as in (4.2).

Proof. We provide the proof for � = 1; the proof for � = 2 follows the same steps.
First, recall from after Eq. (3.3) the identity 0 < w(�(ξ)) = [det D�(ξ)]−1 for all
ξ ∈ D. This identity will be applied repeatedly. To show (4.15), apply Plancherel’s
theorem and perform the change of variable ι = �(ξ)−�(η) to derive

∣∣Kθ1,θ2

(
(y, ω), (z, η)

)∣∣ = ∣∣〈g[2]
z,η, g

[1]
y,ω

〉∣∣ = ∣∣〈̂g[2]
z,η,

̂g[1]
y,ω
〉∣∣

=
∣∣∣∣∣

∫

D

θ2(�(ξ)−�(η)) · θ1(�(ξ)−�(ω))√
w(�(η)) · w(�(ω)) · e−2π i〈z−y,ξ 〉 dξ

∣∣∣∣∣

=
∣∣
∣∣

∫

Rd
θ2(ι) · θ1(ι+�(η)−�(ω)) · w(ι+�(η))√

w(�(η))w(�(ω))

·e−2π i
〈
z−y,�−1(ι+�(η))〉 dι

∣∣∣ .

(4.17)

This easily implies (4.15).
To prove (4.16), set τ0 := �(η) and note that (4.15) implies that the left-hand side

of (4.16) satisfies

� := LHS(4.16)

=
∫

D
ess sup
z∈Rd

∫

Rd
m�(y − z,�(ω)− τ0) ·

√
w(τ0)

w(�(ω))

·
∣∣∣L(1)τ0 (A

T (τ0)〈z − y〉,�(ω)− τ0)

∣∣∣ dy dω.

Next, perform the change of variable τ = �(ω)− τ0 to obtain

� =
∫

Rd
ess sup
z∈Rd

∫

Rd
m�(y − z, τ )

√
w(τ0)w(τ + τ0)
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·
∣∣
∣L(1)τ0 (A

T (τ0)〈z − y〉, τ )
∣∣
∣ dy dτ =: ©† .

Next, perform the change of variables x = AT (τ0)〈z − y〉 in the inner integral and

apply the estimate
√

w(τ+τ0)
w(τ0)

≤ √
w0(τ ) to derive

©† ≤
∫

Rd

∫

Rd
m�(−A−T (τ0)〈x〉, τ ) ·√w0(τ ) ·

∣∣∣L(1)τ0 (x, τ )
∣∣∣ dx dτ.

Now, in the case where D� is unbounded, we are done, since in this case Eqs. (4.3)
and (4.2) show

m�(−A−T (τ0)〈x〉, τ ) ·√w0(τ ) = m�(0, τ ) ·√w0(τ ) ≤ M(x, τ ).

For the case that D� is bounded, recall from (3.3) that A−T (τ0) = A−T (�(η)) =
[D�]T (η) and thus |A−T (τ0)〈x〉| = |D�T (η)〈x〉| ≤ R|x | by choice of R in (4.2).
Therefore, by choice of M , we see

m�(−A−T (τ0)〈x〉, τ ) ·√w0(τ ) ≤ M(x, τ ).

We now obtain Eq. (4.10) in Theorem 4.5 simply by inserting Eq. (4.16) into
Eq. (4.11).

4.2 Uniform Integrability of the Integral Kernels L(�)

�0

To control ess supτ0∈Rd‖L(�)τ0 ‖L1
M
, we find that k-admissibility of the warping function

� is crucial. The remainder of this subsection is dedicated to proving Theorem 4.8
below, which will in turn be central to proving Theorem 4.4.

Theorem 4.8 Let � be a k-admissible warping function with control weight v0. Fur-
thermore, let w1 : R

d → R
+ be continuous and submultiplicative and such that

w1(−ι) = w1(ι) for all ι ∈ R
d . Define

w2 : R
d → R

+, ι 	→ w1(ι) · [v0(ι)]d+3k,

assume that θ1, θ2 ∈ Ck(Rd) are such that

∂n

∂ιnj
θ� ∈ L2

w2
(Rd), for all j ∈ d, � ∈ {1, 2}, 0 ≤ n ≤ k, (4.18)

and recall from Eq. (4.7), that

Cmax =
∏

�∈{1,2}

(
max
j∈d max

0≤n≤k

∥∥∥∥
∂n

∂ιnj
θ�

∥∥∥∥
L2w2 (R

d )

)
.
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Then, with eτ as defined in Eq. (4.8) and L(�)τ0 as in Theorem 4.5, there exists a
constant C = C(d, k, v0) > 0 satisfying for all x, τ, τ0 ∈ R

d and � ∈ {1, 2} the
estimate

∣∣∣L(�)τ0 (x, τ )
∣∣∣ =
∣∣∣∣

∫

Rd

w(ι+ τ0)

w(τ0)

(
θ3−� · Tτ θ�

)
(ι) eτ0(x, ι) dι

∣∣∣∣

≤ C · Cmax · (1 + |x |)−k · [w1(τ )]−1. (4.19)

Remark In Sect. 6, we will apply Theorem 4.8 in a setting in which θ1, θ2 depend on
x, τ, τ0. We suggest that the reader keeps this potential dependency in mind.

In a first step, we derive a number of important consequences of Definition 4.2 that
will be used repeatedly.

Lemma 4.9 If � is a 0-admissible warping function with control weight v0, then �
is a warping function in the sense of Definition 3.1. In particular, w = det A is w0-
moderate with w0 = vd0 , i.e.

w(ι+ τ) ≤ w(ι) · [v0(τ )]d ∀ τ, ι ∈ R
d (4.20)

and ‖A(ι+ τ)‖ ≤ ‖A(ι)‖ · v0(τ ) ∀ τ, ι ∈ R
d . (4.21)

Additionally, for arbitrary γ ∈ Sd−1 and τ, ι ∈ R
d , we have

[v0(ι− τ)]−1 ≤ ‖A−1(τ )A(ι)‖−1 ≤ |φι(τ − ι)〈γ 〉| ≤ ‖A−1(ι) · A(τ )‖ ≤ v0(τ − ι)

(4.22)

and

φτ0(ι) = φτ0+τ (ι− τ) · φτ0(τ ). (4.23)

Finally, we have

[v0(τ )]−1 · |γ | ≤ |φι(τ )〈γ 〉| ≤ v0(τ ) · |γ | ∀ γ ∈ R
d and τ, ι ∈ R

d . (4.24)

Proof To show that � is a warping function, we need only verify moderateness of
w = det A. To prove this moderateness, apply Hadamard’s inequality | det M | ≤
‖M‖d = ‖MT ‖d (see [79, Chapter 75]) for M ∈ R

d×d , combined with (4.5) (for
α = 0) to see that

w(ι+ τ)

w(ι)
= det
(
[A(ι)]−1A(ι+ τ)

)
≤ ∥∥[A(ι)]−1A(ι+ τ)

∥∥d

= ∥∥[φι(τ )]T
∥
∥d ≤ [v0(τ )]d .

Hence, we obtain (4.20). Moreover,

‖A(ι+ τ)‖ = ‖A(ι)A−1(ι)A(ι+ τ)‖ ≤ ‖A(ι)‖ · ‖[φι(τ )]T ‖(4.5)≤ ‖A(ι)‖ · v0(τ ),
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proving (4.21). To show (4.22), first note for γ ∈ Sd−1 and any M ∈ GL(Rd) that
|Mγ | ≥ ‖M−1‖−1, and then apply (4.5) twice:

1

v0(ι− τ)
≤ ∥∥[φτ (ι− τ)]T ∥∥−1 = ‖A−1(τ )A(ι)‖−1 = ∥∥[AT (τ ) · A−T (ι)]−1

∥∥−1

= ∥∥[φι(τ − ι)]−1
∥∥−1

≤ |φι(τ − ι)γ | ≤ ‖φι(τ − ι)‖ = ‖A−1(ι) · A(τ )‖
≤ v0(τ − ι), for all ι, τ ∈ R

d , γ ∈ Sd−1.

Finally, assertion (4.23) is easily verified using direct computation, and [v0(τ )]−1 ≤
|φι(τ ) · γ | ≤ v0(τ ) for |γ | = 1 is obtained from (4.22) through the bijective map
τ 	→ τ − ι and using that v0 is radial. This proves (4.24).

Lemma 4.9 shows thatw is vd0 -moderate. The next result provides vd0 -moderateness
(up to a constant) for the partial derivatives of w.

Lemma 4.10 Let � be a k-admissible warping function with control weight v0. For
every j ∈ d and n ∈ N0 with n ≤ k, we have

∣∣∣∣
∣
∂n

∂ιnj
w(ι+ τ)

∣∣∣∣
∣
≤ Dn · [v0(ι)]d · w(τ), for all ι, τ ∈ R

d , (4.25)

with Dn := Dn(d) := d! · dn.
Proof Webegin by rewriting ∂n

∂ιnj
w(ι+τ)using some simple properties of determinants:

∂n

∂ιnj
w(ι+ τ) = ∂n

∂ιnj
det(A(ι+ τ)) = ∂n

∂ιnj
det(AT (ι+ τ))

= det(AT (τ ))
∂n

∂ιnj
det(AT (ι+ τ)A−T (τ ))

(4.4)= w(τ)
∂n

∂ιnj
det(φτ (ι)).

Let Sd be the set of permutations on d . Then, the definition of the determinant yields

∂n

∂ιnj
det(φτ (ι)) = ∂n

∂ιnj

⎡

⎣
∑

σ∈Sd
sgn(σ )

d∏

i=1

[φτ (ι)]i,σ (i)
⎤

⎦

=
∑

σ∈Sd
sgn(σ )

∂n

∂ιnj

d∏

i=1

[φτ (ι)]i,σ (i).

The general Leibniz rule for products with d terms shows

∂n

∂ιnj

d∏

i=1

[φτ (ι)]i,σ (i) =
∑

m1,...,md∈N0,
m1+...+md=n

(
n

m1, . . . ,md

) d∏

i=1

∂mi

∂ι
mi
j

[φτ (ι)]i,σ (i),
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where
( n
m1,...,md

) := n!
m1!···md ! is the usual multinomial coefficient. Moreover, the esti-

mate (4.5) yields

∣
∣∣∣∣
∂mi

∂ι
mi
j

[φτ (ι)]i,σ (i)
∣
∣∣∣∣
≤ ∥∥∂mi e jφτ (ι)

∥∥ ≤ v0(ι).

Altogether, we obtain

∣∣∣∣∣
∂n

∂ιnj
w(ι+ τ)

∣∣∣∣∣
=
∣∣∣∣∣
w(τ) · ∂

n

∂ιnj
det(φτ (ι))

∣∣∣∣∣

≤ w(τ) · [v0(ι)]d ·
∑

σ∈Sd

∑

m1+...+md=n

(
n

m1, . . . ,md

)

= d! · dn · [v0(ι)]d · w(τ) = Dn · [v0(ι)]d · w(τ),

where we used |Sd | = d! and the multinomial theorem (see e.g. [45, Exercise 2(a)]),
i.e.

∑

m1+...+md=n

(
n

m1, . . . ,md

) d∏

i=1

ami
i = (a1 + . . .+ ad )

n, for all n ∈ N, (ai )i∈d ∈ R
d ,

for a1, . . . , ad = 1. Thus, the proof is complete.

We now turn our attention towards the Fourier integral operators L(�)τ0 defined in
(4.9). We will obtain the desired integrability with respect to x ∈ R

d by means of an
integration by parts argument of the kind well-known for establishing the smoothness-
decay duality of a function and its Fourier transform, aswell as the asymptotic behavior
of oscillatory integrals, cf. [85,ChapterVIII].An additional complication in our setting
is that we require a uniform estimate over all L(�)τ0 , � ∈ {1, 2}, τ0 ∈ R

d .
For now, we replace w(ι+τ0)

w(τ0)

(
θ2 · Tτ θ1

)
(ι) in (4.9) by an unspecific, compactly

supported function g ∈ Ckc(Rd), i.e., we consider

∫

Rd
g(ι) · eτ0(x, ι) dι, recalling eτ (x, ι) = e−2π i〈A−T (τ )〈x〉,�−1(ι+τ)〉,

for all x, ι, τ ∈ R
d . (4.26)

Note that, with f = eτ (x, •), we have

∂

∂ι j
f (ι) = −2π i ·

〈
A−T (τ )〈x〉, ∂

∂ι j
�−1(ι+ τ)

〉
· eτ (x, ι)

= −2π i · (φτ (ι) · x) j · eτ (x, ι).
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The final equality can be verified by observing

〈
A−T (τ )〈η〉, ∂

∂ι j
�−1(ι+ τ)

〉 = 〈A−T (τ )〈η〉,D�−1(ι+ τ)〈e j 〉〉

= 〈A−T (τ )〈η〉, A(ι+ τ)〈e j 〉〉 = (φτ (ι) · η) j ,
(4.27)

which motivates the definition of φτ . Provided (φτ (ι) · x) j �= 0 on the support of g,

we obtain, with g̃(ι) = (−2π i · (φτ (ι)〈x〉) j
)−1 · g(ι),

∫
g(ι) f (ι)dι =

∫
g̃(ι)

∂

∂ι j
f (ι)dι = −

∫
∂

∂ι j
g̃(ι) f (ι)dι,

where the last equality is obtained through integration by parts.
For fixed x, τ ∈ R

d and j ∈ d and all g ∈ Ckc(Rd) such that (φτ (·)〈x〉) j �= 0 on
the support of g, we define the differential operator � j,τ,x by

(
� j,τ,x g

)
(ι) := (2π i)−1 ∂

∂ι j

[
g(ι)

(φτ (ι)〈x〉) j
]

= (2π i |x |)−1 ∂

∂ι j

[
g(ι)

(φτ (ι)〈ρx 〉) j
]
,

(4.28)

where ρx ∈ Sd−1 with x = |x |ρx . We can rewrite the integral in (4.26) as

∫

Rd
g(ι) eτ (x, ι)dι =

∫

Rd

(
� j,τ,x g

)
(ι)eτ (x, ι)dι

=
∫

Rd

(
�n

j,τ,x g
)
(ι) eτ (x, ι)dι, for n ≤ k. (4.29)

where �n
j,τ,x denotes n-fold application of � j,τ,x .

By (4.28), each application of � j,τ,x provides additional, linear decay with respect
to |x |, x ∈ R

d . For a given pair (�, θ) of warping function and prototype, however,
we cannot expect the support restriction required for the application of the differential
operator � j,τ,x , i.e., (φτ (·)〈x〉) j �= 0 on the support of g, to hold. To account for this,
we decompose gτ,τ0(ι) := w(ι+τ0)

w(τ0)

(
θ2 · Tτ θ1

)
(ι) into compactly supported functions,

such that each of them allows the application of � j,τ,x , for some j ∈ d. Therefore,
our next steps are:

Step 1: Find a suitable splitting gτ,τ0 = ∑i∈I gi,τ,τ0 = ∑i∈I ϕi gτ,τ0 (with
(ϕi )i only depending on τ0) into compactly supported elements gi,τ,τ0 = ϕi gτ,τ0 ,
such that, for any fixed ρx ∈ Sd−1, τ0 ∈ R

d and i ∈ I , there is an index j =
j(ρx , τ0, i) ∈ d and a positive function ṽ (independent of i, ρx , τ0, τ ), such that
|(φτ0(ι)〈ρx 〉) j | ≥ ṽ(ι) > 0 for ι ∈ suppϕi ⊃ supp(gi,τ,τ0). Besides being able to
apply� j,τ0,x , this property lets us control the growth of

1
(φτ0 (ι)〈ρx 〉) j independently

of the orientation ρx ∈ Sd−1 and of τ, τ0.

Step 2: Estimate
(
�n

j,τ0,x
gi,τ,τ0
)
(ι), for x = |x | · ρx �= 0, independently of

i, ρx , τ0. In fact, this estimate will exhibit rapid decay with respect to |x | and
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depend boundedly on the derivative of gi,τ,τ0 , which can be used to obtain decay
with respect to |τ |.
Towards Step 1, we introduce a specific family of coverings in the following

lemma. The smooth splitting of gτ,τ0 into the building blocks gi,τ,τ0 = ϕi gτ,τ0 , see
Lemma 4.13, is provided by a C∞

c partition of unity (ϕi )i with respect to these cover-
ings, introduced in Lemma 4.12. Lemmas 4.14 and 4.15 take care of Step 2.

Lemma 4.11 Let � be a 1-admissible warping function with control weight v0. For
any ι0, τ0 ∈ R

d , the following are true:

1. The family
(
U (ι0,τ0)

j

)

j∈d defined by

U (ι0,τ0)
j :=

{
γ ∈ Sd−1 :

∣∣∣
(
φτ0(ι0)〈γ 〉) j

∣∣∣ >
1

2d

∣∣φτ0(ι0)〈γ 〉∣∣
}

is a covering of Sd−1.
2. For any δ > 0 satisfying δ · v0(δ/(4d) · e1) ≤ 1/

√
d and arbitrary ι ∈ Bδ/(4d)(ι0)

and γ ∈ U (ι0,τ0)
j , we have

∣∣ (φτ0(ι)〈γ 〉) j
∣∣ ≥ Cδ · [v0(ι)]−1,

with Cδ:= Cδ(d, v0) := [4d · v0(δ/(4d) · e1)
]−1

.

Remark If δ ≤ min
{
1, 1/(

√
d · v0(e1/(4d)))

}
, then δ · v0(δ/(4d) · e1) ≤ δ ·

v0(e1/(4d)) ≤ 1/
√
d . Hence, the condition of Part (2) of the lemma is satisfied

for all sufficiently small δ > 0.

Proof Part (1) does not use any of the properties of �, except that φτ0(ι) ∈ GL(Rd):
We simply note that any z ∈ R

d \ {0} satisfies

|z| ≤
d∑

j=1

∣∣z j
∣∣ ≤ d · max

{∣∣z j
∣∣ : j ∈ d

}
< 2d · max

{∣∣z j
∣∣ : j ∈ d

}
.

Hence, there is some j ∈ d with |z j | > 1
2d · |z|. Now apply this to z = φτ0(ι0)〈γ 〉,

noting that z �= 0 since φτ0(ι0) ∈ GL(Rd) and γ ∈ Sd−1.
For part (2), let ι ∈ Bδ/(4d)(ι0) and γ ∈ U (ι0,τ0)

j ⊂ Sd−1 be arbitrary. The triangle
inequality provides

|(φτ0(ι)〈γ 〉) j | ≥ |(φτ0(ι0)〈γ 〉) j | − |(φτ0(ι)〈γ 〉 − φτ0(ι0)〈γ 〉) j |
(since γ∈U (ι0,τ0)

j ) ≥ |φτ0(ι0)〈γ 〉|
2d

− | (φτ0(ι)− φτ0(ι0)
) 〈γ 〉|.

Note that

φτ0(ι)− φτ0(ι0) = (φτ0+ι0(ι− ι0)− id
)
φτ0(ι0), (4.30)
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where we used the identity (4.23) of Lemma 4.9, with τ = ι0.
To estimate the first factor on the right-hand side of (4.30), recall that

φτ0+ι0(0) = id. Therefore,
∥∥id − φτ0+ι0(ι− ι0)

∥∥ = ∥∥φτ0+ι0(0)− φτ0+ι0(ι− ι0)
∥∥

=
∥∥∥∥

∫ 1

0

d

dt

∣∣∣∣
t=s

[
φτ0+ι0(t(ι− ι0))

]
ds

∥∥∥∥

≤
∫ 1

0

d∑

�=1

∥∥(∂� φτ0+ι0)(s(ι− ι0))
∥∥ · ∣∣(ι− ι0)�

∣∣ ds =: (∗).

We now rewrite this expression further, recalling that v0 is radially increasing and
applying the Cauchy-Schwarz inequality, and inequality (4.5):

(∗) CS≤ |ι− ι0| · sup
t∈[0,1]

∣∣∣∣∣∣
∣

⎛

⎜
⎝

∥∥(∂1 φτ0+ι0)(t(ι− ι0))
∥∥

...∥∥(∂d φτ0+ι0)(t(ι− ι0))
∥∥

⎞

⎟
⎠

∣∣∣∣∣∣
∣

(4.5)≤ |ι− ι0| · √
d · sup

t∈[0,1]
v0(t(ι− ι0))

(since |ι−ι0|<δ/(4d)) ≤
√
d · δ · v0(δ/(4d) · e1)

4d
≤ 1

4d
.

Hence,

|(φτ0(ι)〈γ 〉) j | ≥ |φτ0(ι0)〈γ 〉|
2d

− ‖φτ0+ι0(ι− ι0)− id‖ · |φτ0(ι0)〈γ 〉|

≥ |φτ0(ι0)〈γ 〉|
4d

.

To finish the proof, it remains to show |φτ0(ι0)〈γ 〉| ≥ 4dCδ · [v0(ι)]−1. To see this,
note

|φτ0 (ι0)〈γ 〉| (4.23)= |φτ0+ι(ι0 − ι) · φτ0 (ι)〈γ 〉| (4.24)≥ 1

v0(ι− ι0)v0(ι)
≥ 4dCδ · [v0(ι)]−1,

where we inserted Cδ = (4d · v0(δ/(4d) · e1))−1, using |ι− ι0| < δ/(4d).

Lemma 4.12 Let δ′ > 0 be arbitrary. The sequence
(
Bδ′(ιi )

)
i∈Zd , with (ιi )i∈Zd =

(
δ′√
d
i
)
i∈Zd , is an open cover of Rd . Moreover, there is a collection of smooth functions

(ϕi )i∈Zd , such that

1. ϕi ≥ 0 and ϕi ∈ C∞(Rd),
2. supp(ϕi ) ⊂ Bδ′(ιi ),
3.
∑

i ϕi ≡ 1 on R
d , and

4. for every multi-index α ∈ N
d
0 , there exists a constant D(δ′)

α > 0 such that

|∂αϕi (ι)| ≤ D(δ′)
α uniformly over i ∈ Z

d and ι ∈ R
d .
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Proof The result is a direct consequence of standard constructions of smooth partitions
of unity; see e.g. [64, Theorem 1.4.6].

Lemma 4.13 Let � be a k-admissible warping function with control weight v0 and
δ > 0 be such that δ · v0(δ/(4d) · e1) ≤ 1/

√
d. Set δ′ = δ/(4d) and let (ιi )i∈Zd ,(

Bδ/(4d)(ιi )
)
i∈Zd and (ϕi )i∈Zd be as in Lemma 4.12. Then


{i ∈ Z
d : Bδ′(ι�) ∩ Bδ′(ιi ) �= ∅} ≤ (1+4d)d and


{i ∈ Z
d : ι ∈ Bδ′(ιi )} ≤ (1+4d)d ,

(4.31)

for all � ∈ Z
d and ι ∈ R

d . For θ1, θ2 ∈ L2√
w0
(Rd)∩Ck(Rd), ι, τ, τ0 ∈ R

d and i ∈ Z
d ,

define

gi,τ,τ0 (ι) := ϕi (ι)gτ,τ0 (ι) with gτ,τ0 (ι) := w(ι+ τ0)

w(τ0)

(
θ2 · Tτ θ1

)
(ι).

(4.32)

Then gi,τ,τ0 ∈ Ckc(Bδ′(ιi )) and, for any fixed τ0 ∈ R
d and x ∈ R

d\{0}, there exists

a sequence ( ji )i∈Zd with ji ∈ d, such that ρx := x/|x | ∈ U (ιi ,τ0)
ji

(where this set is

defined is in Lemma 4.11) for all i ∈ Z
d and such that

∫

Rd
gτ,τ0 (ι)eτ0 (x, ι) dι =

∑

i∈Zd

∫

Rd

(
�n

ji ,τ0,x gi,τ,τ0
)
(ι) · eτ0 (x, ι) dι, for all n ≤ k.

(4.33)

Proof The first assertion, (4.31), is verified by a straightforward calculation and
gi,τ,τ0 ∈ Ckc(Bδ′(ιi )) is a consequence of Lemma 4.12, with k-admissibility of �
and θ1, θ2 ∈ Ck(Rd). Lemma 4.11(1) provides the existence of ji = ji (i, τ0, ρx ) ∈ d
satisfying ρx ∈ U (ιi ,τ0)

ji
, for arbitrary, fixed τ0, ρx and each i ∈ Z

d . The elements of

the covering
(
Bδ/(4d)(ιi )

)
i∈Zd are specific instances of the set in Lemma 4.11(2), such

that the application of �n
ji ,τ0,x

, n ∈ N, to gi,τ,τ0 is well-defined. Thus, to prove (4.33)
it only remains to justify the interchange of integral and summation

∫

Rd

∑

i∈Zd

gi,τ,τ0(ι)eτ0(x, ι) dι =
∑

i∈Zd

∫

Rd
gi,τ,τ0(ι)eτ0(x, ι) dι. (4.34)

Since
∫

Rd

∑

i∈Zd

|gi,τ,τ0 (ι)eτ0 (x, ι)| dι ≤
∫

Rd

∑

i∈Zd

1Bδ′ (ιi )(ι) · |gτ,τ0 (ι)| dι

(Eq. (4.31)) ≤ (1 + 4d)d · ‖gτ,τ0‖L1

(since w(ι+τ0)
w(τ0)

≤w0(ι)) ≤ (1 + 4d)d · ‖w0 · θ2 · Tτ θ1‖L1

(w0 is submultiplicative) ≤ √w0(τ ) · (1 + 4d)d · ‖θ2‖L2√
w0

· ‖Tτ θ1‖L2√
w0

< ∞,

the dominated convergence theorem justifies (4.34).
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To prepare for an estimate of�n
ji ,τ0,x

gi,τ,τ0 itself, we consider the partial derivatives
of gi,τ,τ0 .

Lemma 4.14 Let � be a k-admissible warping function with control weight v0, let
θ1, θ2 ∈ L2√

w0
∩Ck , and let (ϕi )i∈Zd be a bounded partition of unity as in Lemma 4.12,

for some given δ′ > 0. For any fixed j ∈ d, i ∈ Z
d and τ, τ0 ∈ R

d , we have

∣∣∣∣∣
∂n

∂ιnj
gi,τ,τ0

∣∣∣∣∣
≤ Cn · vd0 ·

∑

m1,m2∈N0
m1+m2≤n

∣∣∣∣∣
∂m1

∂ι
m1
j

θ2 · ∂
m2

∂ι
m2
j

Tτ θ1

∣∣∣∣∣
, for all n ≤ k,

(4.35)

for some constant Cn = Cn(δ
′, d) > 0. Here gi,τ,τ0(ι) = w(ι+τ0)

w(τ0)
ϕi (ι)
(
θ2 · Tτ θ1

)
(ι)

is as in (4.32).

Proof. We begin by applying the general Leibniz rule, with 4 terms in this case, to
rewrite the partial derivatives of gi,τ,τ0 :

∂n

∂ιnj
gi,τ,τ0 = ∂n

∂ιnj

(
T−τ0w
w(τ0)

· ϕi · θ2 · Tτ θ1
)

= 1

w(τ0)

∑

n1,...,n4∈N0
n1+···+n4=n

(
n

n1, . . . , n4

)
· ∂

n1

∂ι
n1
j

T−τ0w · ∂
n2

∂ι
n2
j

ϕi · ∂
n3

∂ι
n3
j

θ2 · ∂
n4

∂ι
n4
j

Tτ θ1,

(4.36)

where
( n
n1,...,n4

) := n!
n1!n2!n3!n4! is, once more, the usual multinomial coefficient.

We now consider each term appearing in (4.36) individually. Since all the involved
sums are finite, there is a finite constant C̃n > 0, depending only on δ′ > 0, the chosen
partition of unity (ϕi )i∈Zd , and (implicitly) d ∈ N, such that

max
n1,...,n4∈N0
n1+···+n4=n

∣∣
∣∣∣

(
n

n1, . . . , n4

)
· ∂

n2

∂ι
n2
j

ϕi

∣∣
∣∣∣
≤ max

n1,...,n4∈N0
n1+···+n4=n

((
n

n1, . . . , n4

)
· D(δ′)

n2e j

)
≤ C̃n ,

where property (4) of (ϕi )i∈Zd in Lemma 4.12 was used, and n2e j is interpreted as a
multi-index.

For the term [w(τ0)]−1 · ∂n1

∂ι
n1
j
w(ι + τ0) on the other hand, we apply the estimate

given in Lemma 4.10, i.e.
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[w(τ0)]−1 ·
∣∣
∣∣∣
∂n1

∂ι
n1
j

w(ι+ τ0)

∣∣
∣∣∣
≤ Dn1 · [v0(ι)]d ≤

(
max

0≤m≤n
Dm

)
· [v0(ι)]d

= Dn · [v0(ι)]d ,

where Dn = d!dn as in Lemma 4.10. With Cn := DnC̃n , we see that

∣∣∣∣
∣
∂n

∂ιnj
gi,τ,τ0

∣∣∣∣
∣
≤ DnC̃n ·

∑

n1,...,n4∈N0
n1+···+n4=n

∣∣∣∣
∣
vd0 · ∂

n3

∂ι
n3
j

θ2 · ∂
n4

∂ι
n4
j

Tτ θ1

∣∣∣∣
∣

≤ Cn · vd0 ·
∑

n3,n4∈N0
n3+n4≤n

∣∣∣∣
∣
∂n3

∂ι
n3
j

θ2 · ∂
n4

∂ι
n4
j

Tτ θ1

∣∣∣∣
∣
.

Thenext lemmaprovides an estimate of |�n
ji ,τ0,x

g| in terms of the partial derivatives
of g and the weight function v0 from Definition 4.2.

Lemma 4.15 Let � be a k-admissible warping function with control weight v0 and
choose δ > 0 such that δ · v0(δ/(4d) · e1) ≤ 1/

√
d. Fix j ∈ d and ι0, τ0 ∈ R

d , and
let U (ι0,τ0)

j be as in Lemma 4.11(1). If g ∈ Ckc(Bδ/(4d)(ι0)) and if x ∈ R
d\{0} satisfies

x/|x | ∈ U (ι0,τ0)
j then, with

(
� j,τ0,x g

) = (2π i |x |)−1 ∂

∂ι j

[
g(•)

(
φτ0(•)〈x/|x |〉

)
j

]

as in (4.28), there exists Dn,δ := Dn,δ(v0) > 0, independent of j, x, τ0, as well as ι0
and the function g ∈ Ckc(Bδ/(4d)(ι0)), such that

∣
∣∣�n

j,τ0,x g
∣
∣∣ ≤ Dn,δ · (2π |x |)−n · v3n0 ·

n∑

m=0

∣∣
∣∣∣
∂m

∂ιmj
g

∣∣
∣∣∣

holds for all 0 ≤ n ≤ k.

Proof Step 1 (Preparation): Given j ∈ d and a strictly positive (or strictly negative)
function h ∈ C1(U ) defined on an open set ∅ �= U ⊂ R

d , we define the differential
operator � j,h by � j,h g := ∂

∂ι j

( g
h

)
. Then the following identity can be derived from

the quotient rule by a tedious, but straightforward induction:

�n
j,h g = h−2n ·

n∑

m=0

(
∂mg

∂ιmj
·
∑

α∈Nn
0|α|=n−m

(
C (m,α) ·

n∏

�=1

∂α�h

∂ι
α�
j

))
, for all g ∈ Ck(U ) and n ∈ k,

(4.37)
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for suitable constants C (m,α) ∈ Z that depend only on α ∈ N
n
0 and on m ∈ {0, . . . , n}.

Furthermore, we have the equality

�n
i,τ0,x g(ι) = (2π i |x |)−n · �n

j,
(
φτ0 (·)〈x/|x |〉

)
j
g(ι).

Step 2 (Completing the proof): For n = 0, there is nothing to prove. Hence, we
can assume n ∈ k. With U (ι0,τ0)

j ⊂ Sd−1 as in Lemma 4.11(1), there is a j ∈ d,

such that x/|x | = ρx ∈ U (ι0,τ0)
j and therefore, � j,τ0,x g is well-defined for arbitrary

g ∈ Ckc(Bδ/(4d)(ι0)) by Lemma 4.11(2). Now, (4.37) provides

�n
j,
(
φτ0 (·)〈ρx 〉

)
j
g

= (φτ0(·)〈ρx 〉
)−2n
j ·

n∑

m=0

(
∂mg

∂ιmj
·
∑

α∈Nn
0|α|=n−m

(
C (m,α) ·

n∏

�=1

∂α�

∂ι
α�
j

(
φτ0(·)〈ρx 〉

)
j

))
.

(4.38)

We now estimate the modulus of the innermost product by using (4.5):

∣
∣∣∣∣

n∏

�=1

∂α�

∂ι
α�
j

(
φτ0(ι)〈ρx 〉

)
j

∣
∣∣∣∣

|ρx |=1≤
n∏

�=1

∥
∥∥∥∥
∂α�

∂ι
α�
j

φτ0(ι)

∥
∥∥∥∥

≤ vn0 (ι).

Insert this estimate into (4.38) to obtain

∣∣∣∣�
n
j,
(
φτ0 (·)〈ρx 〉

)
j
g(ι)

∣∣∣∣ ≤
[v0(ι)]n

|(φτ0 (ι)〈ρx 〉) j |2n
·

n∑

m=0

( ∣∣
∣∣∣
∂m

∂ιmj
g(ι)

∣∣
∣∣∣
·
∑

α ∈ N
n
0|α| = n − m

∣∣C (m,α)
∣∣
)

(Lemma 4.11) ≤ [v0(ι)]3n
Cδ(d, v0)2n

·
n∑

m=0

( ∣∣∣∣∣
∂m

∂ιmj
g(ι)

∣∣∣∣∣
·
∑

α ∈ N
n
0|α| = n − m

∣∣∣C (m,α)
∣∣∣
)

≤ Dn,δ · [v0(ι)]3n ·
n∑

m=0

∣∣
∣∣∣
∂m

∂ιmj
g(ι)

∣∣
∣∣∣
,

where Dn,δ(v0) := Cδ(d, v0)−2n · maxm=0,...,n

(∑
|α|=n−m |C (m,α)|

)
only depends

on n ≤ k, δ > 0, and on the control weight v0.

We are ready to prove Theorem 4.8, in particular we can now estimate the integral
appearing on the right-hand side of (4.9).

Proof of Theorem 4.8 Recall from Lemma 4.9 that w0 = vd0 . Furthermore, note
by submultiplicativity of w1 that w1(0) = w1(0 + 0) ≤ [w1(0)]2, and hence
w1(0) ≥ 1. This implies w1 ≥ 1: Another application of submultiplicativity yields
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1 ≤ w1(0) = w1(ι + (−ι)) ≤ w1(ι) · w1(−ι) = [w1(ι)]2, since w1(−ι) = w1(ι).
By the same arguments, we see v0 ≥ 1. Therefore, we conclude that (4.18) implies
θ� ∈ L2

v
d/2
0

(Rd) = L2√
w0
(Rd), i.e., θ1, θ2 satisfy the conditions of Lemma 4.13.

In the following, we only consider the case � = 1; the corresponding estimates for
� = 2 can be obtained simply by swapping θ1, θ2; our assumptions, and the definition
of Cmax, are invariant under this operation.

A first estimate for the modulus of L(1)τ0 (as defined in (4.9))—which is effective for
|x | ≤ 1 and which can be obtained using the vd0 -moderateness of w (see Lemma 4.9)
and the submultiplicativity of w1, v0—reads as follows:

∣∣∣∣

∫

Rd

w(ι+ τ0)

w(τ0)

(
θ2 · Tτ θ1

)
(ι) eτ0(x, ι) dι

∣∣∣∣

≤
∫

Rd
vd0 (ι) · |θ2(ι)| · |θ1(ι− τ)| dι

= w1(τ )
−1 · w1(τ ) ·

∫

Rd
vd0 (ι) · |θ2(ι)| · |θ1(ι− τ)| dι

≤ w1(τ )
−1
∫

Rd

∣∣∣vd0 (ι)w1(ι)θ2(ι)

∣∣∣ |w1(τ − ι)θ1(ι− τ)| dι
(w1 is radial) ≤ w1(τ )

−1 · ‖θ1‖L2
w1

· ‖θ2‖L2
vd0w1

≤ Cmax · [w1(τ )]−1. (4.39)

The last step used v0 ≥ 1, such that ‖θ1‖L2
w1

≤ ‖θ1‖L2
w2

and likewise ‖θ2‖L2
vd0w1

≤
‖θ2‖L2

w2
.

To obtain an estimate which is effective for large |x |, we have to work harder:We fix
some δ = δ(d,�, v0) > 0, such that δv0(δ/(4d) · e1) < 1/

√
d. Hence, we can apply

Lemma 4.13 to obtain a sequence ( ji )i∈Zd , with ji ∈ d , such that ρx = x/|x | ∈ U (i)
ji

for all i ∈ Z
d , and

∣∣∣∣

∫

Rd

w(ι+ τ0)

w(τ0)

(
θ2 · Tτ θ1

)
(ι) · eτ0(x, ι) dι

∣∣∣∣

=
∣∣
∣∣∣∣

∑

i∈Zd

∫

Rd

(
�k

ji ,τ0,x gi,τ,τ0
)
(ι) · eτ0(x, ι) dι

∣∣
∣∣∣∣

≤
∫

Rd

∑

i∈Zd

∣∣∣
(
�k

ji ,τ0,x gi,τ,τ0
)
(ι)

∣∣∣ dι

=
∑

j∈d

∫

Rd

∑

i∈Zd

s.t. ji= j

∣∣
∣
(
�k

j,τ0,x gi,τ,τ0
)
(ι)

∣∣
∣ dι, (4.40)

for any x ∈ R
d\{0}, τ, τ0 ∈ R

d .
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For ji = j (which implies ρx ∈ U (i)
ji

= U (i)
j ) we further see that

∣
∣∣
(
�k

j,τ0,x gi,τ,τ0
)
(ι)

∣
∣∣

Lem. 4.15≤ Dk,δ · (2π |x |)−k · v3k0 (ι) ·
k∑

n=0

∣∣
∣∣∣
∂n

∂ιnj
gi,τ,τ0(ι)

∣∣
∣∣∣

Lem. 4.14≤ Dk,δ · 1Bδ/(4d)(ιi )(ι) · (2π |x |)−k · vd+3k
0 (ι)

·
k∑

n=0

Cn ·
∑

m1,m2∈N0
m1+m2≤n

∣∣
∣∣∣
∂m1

∂ι
m1
j

θ2(ι) · ∂
m2

∂ι
m2
j

θ1(ι− τ)

∣∣
∣∣∣
.

Note that constants above are independent of i ∈ Z
d . Next, using the finite overlap

property, (4.31), we get

∑

i∈Zd

s.t. ji= j

∣∣∣
(
�k

j,τ0,x gi,τ,τ0
)
(ι)

∣∣∣ ≤ C̃ · (2π |x |)−kvd+3k
0 (ι)

·
∑

m1,m2∈N0
m1+m2≤k

∣∣∣∣∣
∂m1

∂ι
m1
j

θ2(ι) · ∂
m2

∂ι
m2
j

θ1(ι− τ)

∣∣∣∣∣
,

where C̃ := (k + 1) · (1 + 4d)d · Dk,δ · maxn=0,...,k Cn . Insert this estimate into
the final line of (4.40), apply the Cauchy-Schwarz inequality, and recall that w1 is
submultiplicative and satisfies w1(−ι) = w1(ι), whence 1=[w1(τ )]−1 ·w1(ι+τ−ι)

≤ [w1(τ )]−1 · w1(ι) · w1(ι− τ), to obtain

∑

j∈d

∫

Rd

∑

i∈Zd

s.t. ji= j

∣∣∣
(
�k

j,τ0,x gi,τ,τ0
)
(ι)

∣∣∣ dι

≤ C̃ · (2π |x |)−k
∑

j∈d

∫

Rd
vd+3k
0 (ι) ·

∑

m1,m2∈N0
m1+m2≤k

∣∣∣∣
∣
∂m1

∂ι
m1
j

θ2(ι) · ∂
m2

∂ι
m2
j

θ1(ι− τ)

∣∣∣∣
∣
dι

≤ C̃ · (2π |x |)−k[w1(τ )]−1·
∑

j∈d

∑

m1,m2∈N0
m1+m2≤k

∫

Rd

∣∣∣
∣∣
vd+3k
0 (ι) · w1(ι)

∂m1

∂ι
m1
j

θ2(ι) · w1(ι− τ)
∂m2

∂ι
m2
j

θ1(ι− τ)

∣∣∣
∣∣
dι

≤ C̃ · (2π |x |)−kw1(τ )
−1
∑

j∈d

∑

m1,m2∈N0
m1+m2≤k

∥∥
∥∥∥
∂m1

∂ι
m1
j

θ2

∥∥
∥∥∥
L2
w2

·
∥∥
∥∥∥
∂m2

∂ι
m2
j

θ1

∥∥
∥∥∥
L2
w1

.
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Since all the involved sums are finite, so is the total number of summands. Moreover,
the highest order partial derivatives that appear are ∂k

∂ιkj
θ1 and ∂k

∂ιkj
θ2, for arbitrary j ∈ d.

Hence, a joint maximization over j ∈ d and the partial derivatives of θ1, θ2 yields

∣
∣∣∣

∫

Rd

w(ι+ τ0)

w(τ0)

(
θ2 · Tτ θ1

)
(ι) eτ0(x, ι) dι

∣
∣∣∣

≤ C ′ · (2π |x |)−kw1(τ )
−1

max
j∈d

⎧
⎨

⎩

⎛

⎝ max
n=0,...,k

∥∥
∥∥∥
∂n

∂ιnj
θ1

∥∥
∥∥∥
L2
w1

⎞

⎠ ·
⎛

⎝ max
n=0,...,k

∥∥
∥∥∥
∂n

∂ιnj
θ2

∥∥
∥∥∥
L2
w2

⎞

⎠

⎫
⎬

⎭

≤ C ′ · (2π |x |)−k · [w1(τ )]−1 · Cmax,

(4.41)

for a suitable (large) constant C ′ > 0 Here, the last step used again that w1 ≤ w2.
Now, define

F(x) :=
{
Cmax, if |x | < 1

C ′ · Cmax · (2π |x |)−k, else.

It is not hard to see |F(x)| ≤ C ′′ · Cmax · (1 + |x |)−k for some constant C ′′ > 0.
Combining the inequalities (4.39) and (4.41), we obtain for all x, τ, τ0 ∈ R

d that

|L(1)τ0 (x, τ )| =
∣
∣∣∣

∫

Rd

w(ι+ τ0)

w(τ0)

(
θ2 · Tτ θ1

)
(ι) eτ0(x, ι) dι

∣
∣∣∣

≤ [w1(τ )]−1 · F(x)
≤ C ′′ · Cmax · (1 + |x |)−k · [w1(τ )]−1.

If we collect all the hidden dependencies, then we note that the final constant C ′′
depends on Dk,δ = Dk,δ(v0) and Cn = Cn(δ

′, d), and also directly on d, k. However,
the support radius δ′ of the assumed partition of unity is derived directly from δ, d,
where the largest valid choice of δ itself depends only on v0, d, see Lemma 4.12
for both dependencies. Further, noting that Dk,δ(v0) is increasing in δ (see proof of
Lemma 4.15), we can choose, without loss of generality, the largest possible value of
δ. Overall, C ′′ is a function of d, k and v0, as desired.

4.3 Proof of Theorem 4.4

Recall that w = det A is w0 := vd0 -moderate (Lemma 4.9) and v0, v1 ≥ 1 (see proof

of Theorem 4.8), such that w2 ≥ v
d/2
0 = √

w0 and θ1, θ2 ∈ L2√
w0
(Rd) follows. That

m is �-compatible with dominating weight m� is an immediate consequence of the
inequality (4.6), i.e.,
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m
(
(y, ξ), (z, η)

) ≤ (1 + |y − z|)p · v1
(
�(ξ)−�(η)

)
, for all y, z ∈ R

d and ξ, η ∈ D,

and the choice of p ∈ N0 (in particular, p = 0 if R� = ∞).
Thus, Lemmas 4.6 and 4.7 can be applied, showing that

‖Kθ1,θ2‖Bm ≤ max
�∈{1,2} ess supτ0∈Rd

∫

Rd

∫

Rd
M(x, τ ) · |L(�)τ0 (x, τ )| dx dτ,

where

M(x, τ ) = sup
y∈Rd ,|y|≤R|x |

(1 + |y|)p · vd/20 (τ ) · v1(τ ).

Note that M(x, τ ) ≤ C� · (1 + |x |)p · v
d/2
0 (τ ) · v1(τ ), where

C�:=max
{
1, supξ∈D ‖D�(ξ)‖p

}
if p > 0 and C� := 1 otherwise.

Definew1 : R
d → R

+, ι 	→ (1+|ι|)d+1 ·v1(ι)·[v0(ι)]d/2. Since v0, v1 are submul-
tiplicative and satisfy v�(−ι) = v�(ι) for � ∈ {0, 1} and ι ∈ R

d , it is easy to see thatw1
satisfies the same two properties. Furthermore, w2(ι) = w1(ι) · [v0(ι)]d+3(d+p+1), so
that Theorem 4.8, with k = d + p+1, yields a constant C = C(d, d + p+1, v0) > 0
satisfying

‖Kθ1,θ2‖Bm ≤ max
�∈{1,2} ess supτ0∈Rd

∫

Rd

∫

Rd
M(x, τ ) · |L(�)τ0 (x, τ )| dx dτ

≤ C� · ess sup
τ0∈Rd

∫

Rd

∫

Rd
(1 + |x |)p · vd/20 (τ ) · v1(τ ) · max

�∈{1,2} |L
(�)
τ0
(x, τ )| dx dτ

(Thm. 4.8) ≤ CC�Cmax ·
∫

Rd

∫

Rd
v
d/2
0 (τ ) · v1(τ ) · [w1(τ )]−1 · (1 + |x |)−(d+1) dτ dx

≤ CC�Cmax ·
∫

Rd

∫

Rd
(1 + |τ |)−(d+1)(1 + |x |)−(d+1) dτ dx

=: C̃ · Cmax < ∞.

Here, the final constant C̃ = C̃(d, p,�, v0) > 0 is finite, simply because
(1+|· |)−(d+1) ∈ L1(Rd). Arguably, the dependence of C̃ on v0 could be expressed as
a consequence of the dependence on�, but there may be cases where different choices
of v0 could be of interest, such that we prefer to keep it explicit. This concludes the
proof.

5 The Phase-Space Coverings Induced by theWarping Function 8

To prepare for the estimation of ‖oscVδ,�‖Bm we construct families of coverings Vδ� =
(V δ

i )i∈I of the phase space�, induced by a given warping function� and study their
properties. In the next section, we will show that ‖oscVδ,�‖Bm → 0 as δ → 0, with
oscVδ,� as introduced in Definition 2.16.
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Definition 5.1 Let � : D → R
d be a warping function. Define

Q(δ,r)
�,τ := �−1(δ · Br (τ )), for all r , δ > 0 and τ ∈ R

d . (5.1)

We call Vδ� = (V δ
�,k)�,k∈Zd , defined by

V δ
�,k := A−T (δk/

√
d)
〈
δ · B1(�/

√
d)
〉
× Qδ

k, with

Qδ
k := Q(δ,1)

�,k/
√
d

= �−1(δ · B1(k/
√
d)
)
, (5.2)

the �-induced δ-fine (phase-space) covering.

By allowing r �= 1 in (5.1), it is possible to control the overlap of the covering
elements. In particular, any radius strictly larger than 1/2 provides a covering. For
proving the feasibility of discretization in coorbit spaces, however, the above choice
of r = 1 in (5.2) is completely sufficient.

Proposition 5.2 Let� be a 0-admissible warping function with control weight v0 (see
Definition 4.2). Then the �-induced δ-fine phase-space covering Vδ� = (V δ

�,k)�,k∈Zd

is a topologically admissible cover of � = R
d × D which is also product-admissible

as per Definition 2.4. More precisely, we have the following properties:

(1) If k, �, k0, �0 ∈ Z
d satisfy |k − k0| > 2

√
d, then V δ

�,k ∩ V δ
�0,k0

= ∅. Furthermore,

sup
(�,k)∈Z2d

#
{
(�0, k0) ∈ Z

d × Z
d : V δ

�,k ∩ V δ
�0,k0 �= ∅

}

≤ (1 + 4d)d
(
1 + 2

√
d · (1 + v0(2δ))

)d
.

(2) We have [v0(δ)]−d ≤ μ(V δ
�,k )

[μ(B1(0))]2·δ2d ≤ [v0(δ)]d for all k, � ∈ Z
d .

(3) We have μ(V δ
�,k)/μ(V

δ
�0,k0

) ≤ [v0(δ)]2d for arbitrary �, k, �0, k0 ∈ Z
d .

(4) For each fixed δ > 0, the weight wVδ� as given in Eq. (2.8) satisfies

(
wVδ�
)
�,k � min

{
w(δ · k/√d), [w(δ · k/√d)]−1}

� min
{
w(�(ξ)), [w(�(ξ))]−1} � [v0(�(ξ))]−d ,

for all �, k ∈ Z
d , ξ ∈ Qδ

k .

(5.3)

In particular, there exists a constant C = C(d, δ, v0) > 0 such that
(wVδ�)�,k

/
(wVδ�)�0,k0 ≤ C for all �, k, �0, k0 ∈ Z

d with V δ
�,k ∩ V δ

�0,k0
�= ∅.

Moreover, (2.9) holds with

wc
Vδ�

: � → R
+, (x, ξ) 	→ min

{
w(�(ξ)), [w(�(ξ))]−1}.
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Proof Note that the family δ · B1(�/
√
d), � ∈ Z

d forms a covering of R
d , since

1√
d

(
� + [0, 1)d)⊂ B1(�/

√
d). Considering that � : D → R

d is a diffeomorphism

and A−T (δk/
√
d), for any k ∈ Z

d , is an invertible matrix, it follows that Vδ� indeed
covers all of �.

We first prove part (1). For k, � ∈ Z
d , let

J�,k :=
{
(�0, k0) ∈ Z

d × Z
d : V δ

�,k ∩ V δ
�0,k0 �= ∅

}
.

If V δ
�,k ∩ V δ

�0,k0
�= ∅, then in particular Qδ

k ∩ Qδ
k0

�= ∅. Straightforward calculations

show that the latter implies |k0 − k| ≤ 2
√
d , and then k0 ∈ k + {−2d, . . . , 2d}d .

Moreover, if (�0, k0) ∈ J�,k , then an easy calculation shows that there exist x1, x2 ∈
B1(0) such that

�0 = AT
(
δk0/

√
d
)

· A−T
(
δk/

√
d
) 〈
�+ √

d · x1
〉
− √

d · x2.

Property (4.5) shows that Ak,k0 := AT
(
δk0/

√
d
)

· A−T
(
δk/

√
d
)

=
φδk/

√
d(δ · (k0 − k)/

√
d) satisfies

∥∥Ak,k0

∥∥ ≤ v0

(
δ√
d
(k0 − k)

)
≤ v0(2δ).

Here, we used |k0−k| ≤ 2
√
d and that v0 is radially increasing. Since x1, x2 ∈ B1(0),

we thus have �0 ∈ Ak,k0�+ [−C1,C1]d , where

C1 := √
d · (1 + v0(2δ)

) ≥
∣∣∣
√
d · Ak,k0x1 − √

d · x2
∣∣∣ .

Altogether, we have shown

J�,k ⊂
⋃

k0∈k+{−2d,...,2d}d

([
Z
d ∩
(
Ak,k0�+ [−C1,C1]

d
)]

× {k0}
)
.

But we have #
[
Z
d ∩ (Ak,k0�+ [−C1,C1]d

)] ≤ (1 + 2C1)
d and hence

|J�,k | ≤
∑

k0∈k+{−2d,...,2d}d
(1 + 2C1)

d = (1 + 4d)d(1 + 2C1)
d ,

completing the proof of part (1). This also shows that Vδ� is an admissible covering.
Since each V δ

�,k is open and relatively compact in �, we see that Vδ� is topologically
admissible.
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We proceed to prove Item (2). By the change of variables formula, cf. Eq. (3.4), we
get

μ(Qδ
k) =
∫

D
1δ·B1(k/

√
d)(�(ξ)) dξ =

∫

δ·B1(k/
√
d)
w(τ) dτ.

Recall thatw is vd0 -moderate by Lemma 4.9, where v0 is submultiplicative and radially
increasing. Therefore,

[v0(δ)]−d ≤ w(τ)

w(δ · k/√d)
≤ [v0(δ)]d , for all τ ∈ δ · B1(k/

√
d)

In combination, the two preceding displayed equations show that

μ(Qδ
k) ∈ μ(B1(0)) · δd · w(δ · k/√d) ·

[
[v0(δ)]−d , [v0(δ)]d

]
. (5.4)

Moreover,

μ
(
A−T (δk/

√
d)〈δ · B1(�/

√
d)〉
)

=
∣∣∣det
(
A−T (δ · k/√d)

)∣∣∣ · μ
(
δ · B1(�/

√
d)
)

= μ(B1(0)) · δd
w(δ · k/√d)

. (5.5)

Sinceμ(V δ
�,k) = μ

(
A−T (δk/

√
d)〈δ ·B1(�/

√
d)〉)·μ(Qδ

k), this proves part (2). Finally,
part (3) is a direct consequence of part (2).

It remains to prove part (4). Since Vδ� is a covering of � = R
d × D with count-

able index set and with each set V δ
�,k being a Cartesian product of open sets, this

will then imply that Vδ� is product-admissible. First note that min
{
1, μ(V δ

�,k)
} � 1

as a function in �, k ∈ Z
d and that V δ

�,k = V δ
1,(�,k) × V δ

2,(�,k) with V δ
1,(�,k) =

A−T (δk/
√
d)〈δ · B1(�/

√
d)〉 and V δ

2,(�,k) = Qδ
k . Hence, by (5.5) and (5.4), we have

min
{
μ(V δ

1,(�,k)), μ(V
δ
2,(�,k))

} � min
{
w(δk/

√
d), [w(δk/√d)]−1},

as a function in �, k ∈ Z
d .

Together, this yields the first estimate in (5.3). The other two estimates in (5.3) are
simple consequences of w being vd0 -moderate (and thus w−1 is as well) and of the
identity �(Qδ

k) = δ · B1(k/
√
d). Note that (5.3) implies (2.9) with the stated choice

of wc
Vδ�

.

To prove that (wVδ�)�,k/(wVδ�)�0,k0 � 1 if V δ
�,k∩V δ

�0,k0
�= ∅, first note that sincew is

vd0 -moderate andv0 is radially increasing (andhence radial).Note that taking reciprocal
values, as well as pointwise minima/maxima preserve moderateness relations, see
Remark 2.6, such that
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min
{
w(δk/

√
d), [w(δk/√d)]−1

}

min
{
w(δk0/

√
d), [w(δk0/

√
d)]−1
} ≤ [v0(δ(k − k0)/

√
d)
]d ∀ k, k0 ∈ Z

d .

Furthermore, part (1) of the proposition shows that if V δ
�,k ∩ V δ

�0,k0
�= ∅, then

|k − k0| ≤ 2
√
d. Combining these observations with Eq. (5.3) and with the fact

that v0 is radially increasing, we see (wVδ�)�,k/(wVδ�)�0,k0 � v0(2δ)d � 1, where the
implied constant depends (only) on d, δ, and v0.

The next lemma is concerned with the sets Vλ = ⋃i∈I s.t. λ∈Vi Vi defining the

oscillation oscV,� , see Definition 2.16. For the induced coverings Vδ�, the set Vδ
λ can

once more be estimated by a convenient product set. Moreover, the lemma implies
that if λ = (z, η) ∈ Vδ

λ0
, with λ0 = (y, ω), then

|AT (�(ω))〈z − y〉| ≤ Cδ and |�(η)−�(ω)| ≤ Cδ, with

Cδ > 0 independent of λ, λ0.

In particular, this holds if there exists (�, k) ∈ Z
2d such that λ, λ0 ∈ V δ

�,k . These
estimates will be crucial for estimating ‖oscVδ,�‖Bm .

Lemma 5.3 Let� be a warping function, and letVδ� be the�-induced δ-fine covering.
For all (y, ω) ∈ � and all δ > 0, we have

Vδ(y,ω) =
⋃

(�,k) s.t.
(y,ω)∈V δ

�,k

V δ
�,k ⊂ (y + Pδω)× Qδ

ω, (5.6)

where

Qδ
ω := �−1(�(ω)+ B2δ(0)

)
and Pδω := v0(δ) · A−T (�(ω)) 〈B2δ(0)〉 .(5.7)

Proof Let (�, k) ∈ Z
d×Z

d be such that (y, ω) ∈ V δ
�,k . Then δk/

√
d ∈ �(ω)+δ·B1(0)

and by extension of that argument, Qδ
k ⊂ �−1(�(ω)+2δB1(0)) = Qδ

ω, which proves
the first part of the claim.

Next, for (x, ξ) ∈ V δ
�,k , we have |AT (δk/

√
d) 〈x − y〉 | < 2δ, since

x, y ∈ A−T (δk/
√
d)
〈
δB1(�/

√
d)
〉
. Hence,

∣
∣∣AT (�(ω)) 〈x − y〉

∣
∣∣ =
∣
∣∣AT (�(ω))A−T (δk/

√
d)AT (δk/

√
d) 〈x − y〉

∣
∣∣

< 2δ · ∥∥AT (�(ω))A−T (δk/
√
d)
∥∥ = 2δ · ∥∥φδk/√d

(
�(ω)− δk/

√
d
)∥∥

(cf. Eq. (4.5)) ≤ 2δ · v0(�(ω)− δk/
√
d) ≤ 2δ · v0(δ),

which shows x − y ∈ A−T (�(ω)) 〈2δv0(δ)B1(0)〉, and thus x ∈ y + Pδω, as desired.
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Proposition 5.4 Let� be a 0-admissible warping function with control weight v0. Let
further m0 : � × � → R

+ be continuous and symmetric, with 1 ≤ m0(λ, ρ) ≤
C (0) · m0(λ, ν) · m0(ν, ρ), for all λ, ρ, ν ∈ � and some C (0) ≥ 1, satisfy

m0((y, ξ), (z, η)) ≤ (1 + |y − z|)p · ζ1
(
�(ξ)−�(η)

) ∀ (y, ξ), (z, η) ∈ �.

Here, p=0 if R�=supξ∈D ‖D�(ξ)‖=∞ and p ∈ N0 otherwise, and ζ1 : R
d →R

+
is a continuous function with ζ1(−τ) = ζ1(τ ) for all τ ∈ R

d . Define, for some
arbitrary, fixed ν ∈ �,

u : � → R
+, λ 	→ m0(λ, ν) and

v : � → R
+, (y, ξ) 	→ u(y, ξ) · max

{
w(�(ξ)), [w(�(ξ))]−1}

and let mv be as in Eq. ((2.10)). Then u is Vδ�-moderate, for any δ > 0, and m0 and
mv are�-convolution-dominated by (1+| • |)p · ζ1(•) and m�

v := (1+| • |)p · ζ2(•),
where ζ2 = vd0 · ζ1. In particular, items (1)–(3) of Assumption 2.11 are satisfied.

Proof. Proposition 5.2 provides product-admissibility of Vδ�, such that item (1) of
Assumption 2.11 is satisfied. Item (3) is a direct consequence of the symmetry ofm0:

m0(λ, ρ) ≤ C (0) · m0(λ, ν) · m0(ν, ρ) = C (0) · u(λ) · u(ρ).

To show Vδ�-moderateness of u (which coincides with item (2) of Assumption 2.11),
observe that

u(λ)

u(ρ)
≤ C (0)m0(λ, ρ)m0(ρ, ν)

m0(ρ, ν)
= C (0)m0(λ, ρ). (5.8)

If λ = (y, ξ) and ρ = (z, η) are both contained in V δ
�,k , for some �, k ∈ Z

d , then
|�(ξ)−�(η)| < δ, and

|y − z| ≤ δ · ‖A−T (δk/
√
d)‖ ≤ δ · R�, if R� < ∞.

Hence, and u(y,ξ)
u(z,η) ≤ C (0)m0((y, ξ), (z, η)) ≤ C (0)(1 + δR�)p · ζ1(δ), independent

of �, k ∈ Z
d . If R� = ∞, then u(y,ξ)

u(z,η) ≤ C (0)m0((y, ξ), (z, η)) ≤ C (0)ζ1(δ) instead.
That m0 is�-convolution-dominated by (1+ | • |)p · ζ1(•) is immediate. To prove

that mv is �-convolution-dominated by m�
v , observe

max
{
w(τ), [w(τ)]−1

}

max
{
w(ι), [w(ι)]−1

} ≤ max

{
w(τ)

w(ι)
,
w(ι)

w(τ)

}
≤ vd0 (τ − ι), for all τ, ι ∈ R

d .

Combine the above with (5.8), such that

v(y,�(ξ))

v(z,�(η))
≤ C (0) · m0((y,�(ξ)), (z,�(η))) · vd0 (�(ξ)−�(η)).
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6 Controlling theBm-Norm of the Oscillation

In this section,we employ the�-induced δ-fine phase-space coveringsVδ�, constructed
in the previous section, to derive conditions concerning the prototype function θ which
ensure that ‖oscVδ�,�‖Bm < ∞ with ‖oscVδ�,�‖Bm → 0 as δ → 0. We will obtain the
following result.

Theorem 6.1 Let� be a (d+ p+1)-admissible warping function with control weight
v0, where p = 0 if R� = supξ∈D ‖D�(ξ)‖ = ∞ and p ∈ N0 otherwise. Let
furthermore m : �×� → R

+ be a symmetric weight that satisfies

m((y, ξ), (z, η)) ≤ (1 + |y − z|)p · v1(�(ξ)−�(η)),∀ y, z ∈ R
d and ξ, η ∈ D,

(6.1)

for some continuous and submultiplicative weight v1 : R
d → R

+ satisfying v1(ι) =
v1(−ι) for all ι ∈ R

d .
Finally, with

w2 : R
d → R

+, ι 	→ (1 + |ι|)d+1 · v1(ι) · [v0(ι)]9d/2+3p+3,

assume that θ ∈ Cd+p+1(Rd) and

vn0 · ∂
(d+p+1)−n

∂ι
(d+p+1)−n
j

θ ∈ L2
w2
(Rd), for all j ∈ d, 0 ≤ n ≤ d + p + 1.

Then, with � : � × � → C,
(
(y, ω), (z, η)

) 	→ e−2π i〈y−z,ω〉, and Vδ� =
(V δ

�,k)�,k∈Zd the �-induced δ-fine covering:

‖oscVδ�,�‖Bm < ∞ for all δ > 0 and ‖oscVδ�,�‖Bm

δ→0→ 0. (6.2)

Remark 6.2 The conditions of Theorem 6.1 are largely the same as those for Theorem
4.4. The only difference is the appearance of an additional factor vn0 , for certain n ∈ N0,
in the conditions on θ . Since v0 ≥ v0(0), the conditions of Theorem 6.1 imply those
of Theorem 4.4.

To prove Theorem 6.1, we study the second component of the oscillation, i.e.,
gλ − �(λ, ρ)gρ, for ρ ∈ Vδλ. If we can bound certain weighted L2-norms of this
difference and its derivatives uniformly in λ ∈ � and ρ ∈ Vδλ, then we can show that
oscVδ�,� ∈ Bm by a slight variation on Theorem 4.4. In fact, the estimates we obtain
converge to 0 for δ → 0, such that we naturally obtain the second part of Eq. (6.2) as
well.
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6.1 Local Behavior of the Oscillating Component

In order to rely on the machinery we already developed in Sect. 4, it will be useful
to rewrite gλ − �(λ, ρ)gρ as the warping of a function θ̃λ,ρ ∈ L2√

w0
(dependent on

λ, ρ ∈ �) derived from the prototype θ .

Proposition 6.3 For D ⊂ R
d open, let� = R

d × D, and define the phase function �
via

� : �×� → C, ((y, ω), (z, η)) 	→ e−2π i〈y−z,ω〉. (6.3)

Let � : D → R
d be a warping function, assume θ ∈ L2√

w0
(Rd) and denote

(gy,ω)(y,ω)∈� = G(θ,�) as usual. Then the identity

ĝy,ω − �((y, ω), (z, η))̂gz,η = e−2π i〈y,·〉 ·
(
w(�(ω))−1/2 ·

(
T�(ω)θ̃(y,ω),(z,η)

)
◦�
)
,

(6.4)

holds for all (y, ω), (z, η) ∈ �, with

θ̃(y,ω),(z,η) :=
(

θ −
√
w(�(ω))

w(�(η))
· E�(ω),AT (�(ω))〈y−z〉

(
T�(η)−�(ω)θ

)
)

∈ L2√
w0
.(6.5)

The operator Eτ,ε in Eq. (6.5) is a multiplication operator defined by

Eτ,ε f := e2π i〈A−T (τ )〈ε〉,�−1(·+τ)−�−1(τ )〉 · f for all f : R
d → C and τ, ε ∈ R

d .

(6.6)

Proof. To see that θ̃(y,ω),(z,η) ∈ L2√
w0
, note that T�(η)−�(ω) and Eτ,ε are bounded

operators on L2√
w0

and that
√
w(�(ω))/w(�(η)) is finite for all ω, η ∈ D. Here,

boundedness of Tx on L2√
w0

is a consequence of (3.5), since w0 is submultiplicative.
To prove (6.4), note that, by definition,

(
ĝy,ω − �((y, ω), (z, η))̂gz,η

)
(ξ) = e−2π i〈y,ξ〉gω(ξ)− e−2π i〈y−z,ω〉e−2π i〈z,ξ〉gη(ξ)

= e−2π i〈y,ξ〉 (gω − e−2π i〈y−z,ω−·〉gη
)
(ξ),
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and furthermore

gω − e−2π i〈y−z,ω−·〉gη
= w(�(ω))−1/2 (T�(ω)θ

) ◦�− e−2π i〈y−z,ω−·〉w(�(η))−1/2 (T�(η)θ
) ◦�

= w(�(ω))−1/2

(

T�(ω)θ −
√
w(�(ω))

w(�(η))
· e2π i〈y−z,�−1(·)−ω〉T�(η)θ

)

◦�

= w(�(ω))−1/2

·
(

T�(ω)

(

θ −
√
w(�(ω))

w(�(η))
· e2π i〈y−z,�−1(·+�(ω))−ω〉T�(η)−�(ω)θ

))

◦�

= w(�(ω))−1/2
(
T�(ω)θ̃(y,ω),(z,η)

)
◦�.

Now that we can express gλ − �(λ, ρ)gρ through θ̃ (λ, ρ), we aim to derive con-
ditions on θ , such that Lemma 4.8 can be applied with θ1 = θ, θ2 = θ̃ (λ, ρ). In
particular, we investigate the (uniform) continuity of the map (τ, ε) 	→ Eτ,ε, in the
next lemma. Here, Eτ,ε is considered as an operator on Lq

w̃
(Rd), for suitable weights

w̃.

Lemma 6.4 Let q ∈ [1,∞) and let w̃ : R
d → R

+ be a continuous weight function.
Furthermore, assume that � is a k-admissible warping function with control weight
v0.

The operator Eτ,ε : Lq
w̃
(Rd) → Lq

w̃
(Rd), τ, ε ∈ R

d , given by (6.6), is well-defined
and has the following properties:

(1) If ϑ ∈ Lq
w̃
(Rd) with supp(ϑ) ⊂ Bδ(0) for some δ > 0, then

‖ϑ − Eτ,εϑ‖Lq
w̃

≤ √2[1 − cos (π · min{1, 2|ε|δv0(δ)})] · ‖ϑ‖Lq
w̃
. (6.7)

(2) If ϑ ∈ Lq
w̃
(Rd), then sup

τ∈Rd
‖ϑ − Eτ,εϑ‖Lq

w̃

ε→0→ 0.

(3) If ϑ ∈ Cm(Rd) for some 0 ≤ m ≤ k + 1, and if j ∈ d with

vn0 · ∂
m−n

∂ιm−n
j

ϑ ∈ Lq
w̃
(Rd) for all 0 ≤ n ≤ m, (6.8)

then ∂�

∂ι�j
ϑ ∈ Lq

w̃
(Rd) for 0 ≤ � ≤ m, ∂m

∂ιmj
(Eτ,εϑ) ∈ Lq

w̃
(Rd) for all τ, ε ∈ R

d ,

and

sup
τ∈Rd

∥∥∥
∥∥
∂m

∂ιmj
(ϑ − Eτ,εϑ)

∥∥∥
∥∥
Lq
w̃

ε→0→ 0.
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Furthermore, for each ε0 > 0, there is a constant Cm,ε0 > 0 satisfying for all
|ε| ≤ ε0 that

sup
τ∈Rd

∥
∥
∥
∥∥
∂m

∂ιmj
(Eτ,εϑ)

∥
∥
∥
∥∥
Lq
w̃

≤
∥
∥
∥
∥∥
∂m

∂ιmj
ϑ

∥
∥
∥
∥∥
Lq
w̃

+ Cm,ε0 · |ε| ·
m∑

n=1

∥
∥
∥
∥∥
vn0 · ∂

m−n

∂ιm−n
j

ϑ

∥
∥
∥
∥∥
Lq
w̃

< ∞.

(6.9)

Proof Assumption (6.8) implies ∂�

∂ι�j
ϑ ∈ Lq

w̃
(Rd) for all 0 ≤ � ≤ n, since v0 is radially

increasing. Now, to prove (1), note for arbitrary ι ∈ R
d that

|ϑ(ι)− (Eτ,εϑ)(ι)| =
∣∣
∣1 − e2π i〈ε,A−1(τ )(�−1(ι+τ)−�−1(τ ))〉

∣∣
∣ · |ϑ(ι)|,

where suppϑ ⊂ Bδ(0), such that it suffices to estimate this expression for |ι| ≤ δ.
We begin by expressing the difference �−1(ι + τ) − �−1(τ ) through the Jacobian
A = D�−1 of �−1 by using the directional derivative. This furnishes the following
estimate:

|A−1(τ )(�−1(ι+ τ)−�−1(τ ))| =
∣
∣
∣
∣∣

∫ 1

0
A−1(τ )A(τ + r ι)〈ι〉 dr

∣
∣
∣
∣∣

≤ |ι| · max
r∈[0,1] ‖A

−1(τ )A(τ + r ι)‖ ι∈Bδ(0)≤ δ · v0(δ),

where we used (4.5) in the last step. Therefore, |〈ε, A−1(τ )(�−1(ι+τ)−�−1(τ ))〉| ≤
|ε| · δ · v0(δ).

Next, a simple calculation shows that |1 − eπ ir | = √
2[1 − cos(πr)], which is an

even function that is increasing on [0, 1] and converges to 0 for r → 0. Thus, we
obtain

|(ϑ − Eτ,εϑ)(ι)| ≤ √2 [1 − cos(π · 2|ε|δv0(δ))] · |ϑ(ι)|

for all 0 ≤ |ε| ≤ 1
2δv0(δ)

. For |ε| > (2δv0(δ))−1 apply the trivial estimate |1− eπ ir | ≤
2 = √

2[1 − cos(π)] instead. This easily yields (6.7), in fact for any solid Banach
space X , and not only for Lq

w̃
.

To prove (2), note that for a given ϑ ∈ Lq
w̃
(Rd), we have ‖ϑ − ϑn‖Lq

w̃
→ 0 as

n → ∞ for the sequence ϑn = ϑ · 1Bn(0)
, by the dominated convergence theorem.

Furthermore, for every n ∈ N,

sup
τ∈Rd

‖ϑ − Eτ,εϑ‖Lq
w̃

≤ ‖ϑ − ϑn‖Lq
w̃

+ sup
τ∈Rd

(
‖ϑn − Eτ,εϑn‖Lq

w̃
+ ‖Eτ,εϑn − Eτ,εϑ‖Lq

w̃

)

= 2‖ϑ − ϑn‖Lq
w̃

+ sup
τ∈Rd

‖ϑn − Eτ,εϑn‖Lq
w̃
.
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For any n ∈ N and any ε0 > 0, we can choose εn > 0 such that

3‖ϑ‖Lq
w̃

·√2[1 − cos (π · min{1, 2|εn|nv0(n))} < ε0.

Noting that supp(ϑn) ⊂ Bn(0) by definition, we can now apply (6.7) with δ = n and
any ε ∈ Bεn (0) to obtain ‖ϑn − Eτ,εϑn‖Lq

w̃
< ε0/3, for all τ ∈ R

d . If additionally,
n ∈ N is such that ‖ϑ − ϑn‖Lq

w̃
< ε0/3, then ‖ϑ − Eτ,εϑ‖Lq

w̃
< ε0. Since ε0 > 0 was

arbitrary, we obtain

∀ ε0 > 0 ∃ n ∈ N and εn > 0, such that ε ∈ Bεn (0) implies sup
τ∈Rd

‖ϑ − Eτ,εϑ‖Lq
w̃
< ε0.

To prove (3), we first note that for m = 0, all claims in this part are easy con-
sequences of the definitions and of item (2). Therefore, we can assume m ∈ k + 1.
Apply Leibniz’s rule to obtain

∂m

∂ιmj
(Eτ,εϑ)(ι) =

m∑

n=0

((
m

n

)
∂n

∂ιnj

(
e2π i〈A−T (τ )〈ε〉,�−1(·+τ)−�−1(τ )〉) (ι) · ∂

m−n

∂ιm−n
j

ϑ(ι)

)

.

(6.10)

Moreover, Faa Di Bruno’s formula [28, Corollary 2.10]— a form of the chain rule for
higher derivatives—yields for n ∈ m that

∂n

∂ιnj

(
e2π i〈A−T (τ )〈ε〉,�−1(·+τ)−�−1(τ )〉) (ι) = e2π i〈A−T (τ )〈ε〉,�−1(ι+τ)−�−1(τ )〉 · Pn,τ,ε(ι)

= Eτ,εPn,τ,ε(ι),

where

Pn,τ,ε(ι)

=
n∑

�=1

⎛

⎝(2π i)� ·
∑

σ∈(n−�+1)�

(

Cσ ·
�∏

i=1

∂σi

∂ι
σi
j

〈
A−T (τ )〈ε〉,�−1(ι+ τ)−�−1(τ )

〉)
⎞

⎠

=
n∑

�=1

⎛

⎝(2π i)� ·
∑

σ∈(n−�+1)�

(

Cσ ·
�∏

i=1

∂σi

∂ι
σi
j

〈
ε, A−1(τ )〈�−1(ι+ τ)〉

〉)
⎞

⎠ , (6.11)

for suitable constants Cσ ≥ 0. For the second equality, note that σi ≥ 1 for all i ,
so that the term 〈A−T (τ )〈ε〉,�−1(τ )〉 —which is constant with respect to ι—can be
ignored. In fact, the main statement of Faa Di Bruno’s formula is exactly which Cσ

are nonzero and what value they attain, see also Lemma 8.6, but these details are not
required here. Similar to (4.27), we have that
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∂σi

∂ι
σi
j

〈
ε, A−1(τ )〈�−1(ι+ τ)〉

〉
= ∂σi−1

∂ι
σi−1
j

〈
ε, A−1(τ )A(ι+ τ)〈ei 〉

〉

= ∂σi−1

∂ι
σi−1
j

([
A−1(τ )A(ι+ τ)

]T
ε

)

i

=
(
∂σi−1

∂ι
σi−1
j

φτ (ι)〈ε〉
)

i

,

where φτ = [A−1(τ )A(· + τ)
]T

is as in (4.4). By (4.5), we can estimate

∣∣∣∣
∣∣

(
∂σi−1

∂ι
σi−1
j

φτ (ι)〈ε〉
)

i

∣∣∣∣
∣∣
≤
∥∥∥
∥∥
∂σi−1

∂ι
σi−1
j

φτ (ι)

∥∥∥
∥∥

· |ε| ≤ v0(ι) · |ε|

and inserting this into (6.11),

|Pn,τ,ε(ι)| ≤
n∑

�=1

⎛

⎝(2π · v0(ι) · |ε|)� ·
∑

σ∈(n−�+1)�

Cσ

⎞

⎠

≤ C̃ · |ε| ·
n∑

�=1

(
v0(ι)

� · |ε|�−1
)
,

for a suitably large C̃ = C̃(n) > 0. Since we only consider n ∈ m, we can in fact
choose the same constant C̃ for all values of n. Moreover, 1 ≤ v�0 ≤ vn0 for all � ≤ n.

By assembling all the pieces and by separating the term n = 0 in (6.10), we thus
get

∣∣∣∣∣
∂m

∂ιmj
(Eτ,εϑ)(ι)− Eτ,ε

(
∂m

∂ιmj
ϑ

)

(ι)

∣∣∣∣∣

≤
m∑

n=1

(
m

n

) ∣∣
∣∣∣
(Eτ,εPn,τ,ε)(ι) ·

(
∂m−n

∂ιm−n
j

ϑ

)

(ι)

∣∣
∣∣∣

=
m∑

n=1

(
m

n

) ∣∣∣∣∣
Pn,τ,ε(ι) ·

(
∂m−n

∂ιm−n
j

ϑ

)

(ι)

∣
∣∣∣∣

≤ |ε| ·
m∑

n=1

(∣∣∣∣∣
∂m−n

∂ιm−n
j

ϑ(ι)

∣∣∣∣∣
·

n∑

�=1

(
C̃

(
m

n

)
v0(ι)

� · |ε|�−1
))

≤ |ε| ·
m∑

n=1

(∣∣∣∣∣

(

vn0 · ∂
m−n

∂ιm−n
j

ϑ(ι)

)∣∣∣∣∣
·

n∑

�=1

(
C̃

(
m

n

)
· |ε|�−1

))

.
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Let 0 ≤ Cm,ε := maxn∈m
(∑n

�=1

(m
n

) · C̃ |ε|�−1
)
< ∞ to obtain the estimate

∣∣∣∣
∣
∂m

∂ιmj
(Eτ,εϑ)(ι)− Eτ,ε

(
∂m

∂ιmj
ϑ

)

(ι)

∣∣∣∣
∣
≤ Cm,ε · |ε| ·

m∑

n=1

∣∣∣∣
∣
vn0 · ∂

m−n

∂ιm−n
j

ϑ(ι)

∣∣∣∣
∣
.

Since Lq
w̃
is solid, we conclude

∥∥∥
∥∥
∂m

∂ιmj
(Eτ,εϑ)− Eτ,ε

(
∂m

∂ιmj
ϑ

)∥∥∥
∥∥
Lq
w̃

≤ Cm,ε · |ε| ·
m∑

n=1

∥∥∥
∥∥
vn0 · ∂

m−n

∂ιm−n
j

ϑ

∥∥∥
∥∥
Lq
w̃

< ∞.

(6.12)

Finally, with Cm,ε ≤ Cm,ε0·e1 =: Cm,ε0 for |ε| ≤ ε0, we obtain

sup
τ∈Rd

∥
∥∥∥∥
∂m

∂ιmj
(ϑ − Eτ,εϑ)

∥
∥∥∥∥
Lq
w̃

≤ sup
τ∈Rd

⎛

⎝

∥∥∥∥∥
∂m

∂ιmj
ϑ − Eτ,ε

(
∂m

∂ιmj
ϑ

)∥∥∥∥∥
Lq
w̃

+
∥∥∥∥∥
Eτ,ε

(
∂m

∂ιmj
ϑ

)

− ∂m

∂ιmj
(Eτ,εϑ)

∥∥∥∥∥
Lq
w̃

⎞

⎠ −−−→|ε|→0
0,

as a consequence of part (2), and (6.12).
To prove (6.9) (and thus also ∂m

∂ιmj
(Eτ,εϑ) ∈ Lq

w̃
), observe ‖Eτ,ε f ‖Lq

w̃
= ‖ f ‖Lq

w̃
for

all f ∈ Lq
w̃
(Rd). By Eq. (6.12) the triangle inequality for norms yields

sup
τ∈Rd

∥
∥
∥∥
∥
∂m

∂ιmj
(Eτ,εϑ)

∥
∥
∥∥
∥
Lq
w̃

≤ sup
τ∈Rd

∥
∥
∥∥
∥
Eτ,ε

(
∂m

∂ιmj
ϑ

)∥∥
∥∥
∥
Lq
w̃

+ Cm,ε · |ε| ·
m∑

n=1

∥
∥
∥∥
∥
vn0 · ∂

m−n

∂ιm−n
j

ϑ

∥
∥
∥∥
∥
Lq
w̃

=
∥
∥
∥∥
∥
∂m

∂ιmj
ϑ

∥
∥
∥∥
∥
Lq
w̃

+ Cm,ε · |ε| ·
m∑

n=1

∥
∥
∥∥
∥
vn0 · ∂

m−n

∂ιm−n
j

ϑ

∥
∥
∥∥
∥
Lq
w̃

.

This proves (6.9), since Cm,ε ≤ Cm,ε0 as noted before.

We now show that θ̃(y,ω),(z,η) uniformly converges to 0 as δ→0, for (y, ω)∈� and
(z, η) ∈ (y + Pδω) × Qδ

ω. Recall that (y + Pδω) × Qδ
ω was introduced in Lemma 5.3

as a simple superset to Vδ
(y,ω) = ⋃V�,k�(y,ω) V�,k , appearing in the oscillation. The

considered notion of convergence is in terms of the Lq
w̃
-norm of certain derivatives of

θ̃(y,ω),(z,η). With Lemma 6.4, obtaining the desired estimates for θ̃(y,ω),(z,η) amounts
to little more than an application of the triangle inequality and a somewhat elaborate
three-ε-argument.



Journal of Fourier Analysis and Applications (2024) 30 :62 Page 59 of 87 62

Lemma 6.5 Let q ∈ [1,∞) and let w̃ : R
d → R

+ be a continuous, submultiplicative
weight function. Furthermore, assume that� is a k-admissible warping function with
control weight v0. If

θ ∈ Cm(Rd) for some 0 ≤ m ≤ k + 1, and

vn0 · ∂
m−n

∂ιm−n
j

θ ∈ Lq
w̃
(Rd) for all 0 ≤ n ≤ m, j ∈ d,

then

∂m

∂ιmj
θ̃(y,ω),(z,η) = ∂m

∂ιmj

(

θ −
√
w(�(ω))

w(�(η))
E�(ω),AT (�(ω))〈y−z〉

(
T�(η)−�(ω)θ

)
)

∈ Lq
w̃
(Rd )

(6.13)

for all (y, ω), (z, η) ∈ �, and j ∈ d. Furthermore, with

Fj,m(δ; θ, q, w̃) := sup
(y,ω)∈�

sup
z∈(y+Pδω),η∈Qδ

ω

∥
∥∥∥∥
∂m

∂ιmj
θ̃(y,ω),(z,η)

∥
∥∥∥∥
Lq
w̃

, (6.14)

where Qδ
ω and Pδω are as in Lemma 5.3, we have

Fj,m(δ; θ, q, w̃) < ∞ for all δ > 0, and Fj,m(δ; θ, q, w̃) −−→
δ→0

0.

(6.15)

Proof Since v0 and w̃ are submultiplicative, so is vn0 w̃, and Lq
vn0 w̃

(Rd) is translation-

invariant, see (3.5). Hence, since ∂m−n

∂ιm−n
j

θ ∈ Lq
vn0 w̃

(Rd), 0 ≤ n ≤ m and i ∈ d , the

same holds for arbitrary translates. Thus, Lemma 6.4(3) shows ∂m

∂ιmj
θ, ∂m

∂ιmj
Eτ,ε(Tτ0θ) ∈

Lq
w̃
(Rd) for all τ0, τ, ε ∈ R

d . This establishes (6.13), since w(�(ω))
w(�(η))

< ∞.

Fix δ > 0 and (y, ω) ∈ � and (z, η) ∈ (y+Pδω)×Qδ
ω. For brevity, set τ := �(ω)−

�(η) and ε := AT (�(ω))〈y − z〉, noting that τ ∈ B2δ(0) and ε ∈ AT (�(ω))〈Pδω〉 =
B2δv0(δ)(0) =: Bεδ (0). In particular, εδ ≤ εδ0 , for all δ ≤ δ0, and εδ → 0 as δ → 0.
Recall the definition of θ̃(y,ω),(z,η) (given in (6.5)), and apply the triangle inequality
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twice to obtain the estimate
∥∥∥∥∥
∂m

∂ιmj
θ̃(y,ω),(z,η)

∥∥∥∥∥
Lq
w̃

≤
∣∣∣∣∣
1−
√
w(�(ω))

w(�(η))

∣∣∣∣∣
·
∥∥∥∥∥
∂m

∂ιmj
θ

∥∥∥∥∥
Lq
w̃

+
√
w(�(ω))

w(�(η))
·
∥∥
∥∥∥
∂m

∂ιmj

(
θ−E�(ω),εθ

)
∥∥
∥∥∥
Lq
w̃

+
√
w(�(ω))

w(�(η))
·
∥∥∥∥
∥
∂m

∂ιmj
E�(ω),ε(θ−T�(η)−�(ω)θ)

∥∥∥∥
∥
Lq
w̃

.

(6.16)

Next, Lemma 6.4(3) yields

Eδ := sup
|ε|≤εδ

sup
ω∈D

∥∥∥∥
∥
∂m

∂ιmj

(
θ − E�(ω),εθ

)
∥∥∥∥
∥
Lq
w̃

≤ ∞, for all δ > 0,

with Eδ → 0 as δ → 0, and (6.17)

Fδ := sup
|ε|≤εδ

sup
ω∈D

∥∥∥
∥∥
∂m

∂ιmj
E�(ω),ε(θ−T−τ θ)

∥∥∥
∥∥
Lq
w̃

≤
∥∥
∥∥∥
∂m

∂ιmj
θ − T−τ

(
∂m

∂ιmj
θ

)∥∥
∥∥∥
Lq
w̃

+ Cm,εδ0
· εδ ·

m∑

n=1

∥∥
∥∥∥
vn0 · ∂

m−n

∂ιm−n
j

(θ−T−τ θ)
∥∥
∥∥∥
Lq
w̃

.

(6.18)

Note that the first term of the right-hand side of (6.18) converges to 0 for δ → 0,
since |τ | ≤ 2δ and translation is continuous in Lq

w̃
, since w̃ is continuous and sub-

multiplicative. Furthermore, the sum over n in the right-hand side of (6.18) is finite,
since Lq

w̃
is translation-invariant and hence, all summands are finite by assumption.

Therefore, Fδ vanishes for δ → 0. In fact, since |ε| ≤ εδ and w is vd0 -moderate with
radially increasing v0 (cf. Lemma 4.9), w(�(ω))

w(�(η))
≤ vd0 (εδ), which settles the desired

convergence of the second and third term in (6.16).

To settle convergence of the first term, we need to show that w(�(ω))
w(�(η))

δ→0→ 1, uni-

formly with respect to ω ∈ D, η ∈ Qδ
ω. To this end, note that

w(�(ω))

w(�(η))

= w(�(η))+ ∫ 10 d
dt

∣∣
t=s [w(�(η)+ sτ)] ds

w(�(η))
≤ 1 + supι∈B2δ(�(η)) ∇τw(ι)

w(�(η))
,

where ∇τ denotes the derivative in direction τ ∈ R
d . We now use Jacobi’s formula

d

dt
det A(t) = det A(t) · trace([A(t)]−1 · A′(t)),
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valid for the derivative of the determinant (see [70, Section 8.3, Equation (2)]) of any
differentiable function M : I → GL(Rd), where I ⊂ R, to obtain

∇τw(ι) =
∑

j∈d
τ j

∂

∂ι j
det(A(ι)) = det(A(ι)) ·

∑

j∈d
τ j · trace

(
A−1(ι)

∂

∂ι j
A(ι)

)

= w(ι) ·
∑

j∈d
τ j · trace

⎛

⎝

(
∂

∂ηi

∣
∣∣∣
η=0

A−1(ι)A(ι+ η)

)T⎞

⎠

= w(ι) ·
∑

j∈d
τ j · trace

(
∂

∂ηi

∣∣∣
∣
η=0

φι(η)

)

,

withφι as in (4.4).Note thatφι(0) = id for all ι ∈ R
d , so that (4.5) yields ‖(∂iφι)(0)‖ ≤

v0(0). Additionally, the trace of a matrix M ∈ R
d×d can be (coarsely) estimated by

| trace(M)| ≤ d‖M‖, such that

|∇τw(ι)| ≤ d · w(ι) ·
∑

j∈d
v0(0) · |τ j | ≤ d · w(ι) · ‖τ‖1 · v0(0) ≤ d3/2 · w(ι) · |τ | · v0(0).

Therefore, with |τ | ≤ 2δ and vd0 -moderateness of w,

∣∣∣∣1 − w(�(ω))

w(�(η))

∣∣∣∣ ≤ |τ | · d3/2 · v0(0) · max
r∈[0,1]

w(�(η)+ rτ)

w(�(η))

≤ 2δ · d3/2 · vd0 (2δ) · v0(0) =: Cδ < ∞. (6.19)

The final estimate is independent of ω ∈ D, and of η ∈ Qδ
ω, and Cδ → 0 as δ → 0.

We are now ready to prove Theorem 6.1.

6.2 Proof of Theorem 6.1

Recall that, by Remark 2.17, oscVδ�,� is continuous. Using Proposition 6.3 and Parse-
val’s formula, we can rewrite the oscillation at ((y, ω), (z, η)) ∈ �×�, as follows:

oscVδ�,�((y, ω), (z, η)) = sup
(z0,η0)∈Vδ

(z,η)

∣
∣〈ĝy,ω, ĝz,η − �((z, η), (z0, η0)) · ĝz0,η0

〉∣∣

= sup
(z0,η0)∈Vδ

(z,η)

∣∣∣Kθ,θ̃(z,η),(z0,η0),�
((y, ω), (z, η))

∣∣∣ . (6.20)
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Based on (6.20), Lemma 4.7 provides

∣∣∣Kθ,θ̃(z,η),(z0,η0),�
((y, ω), (z, η))

∣∣∣

=
√
w(�(η))

w(�(ω))
·
∣∣
∣L�(η)[θ, θ̃(z,η),(z0,η0)](AT (�(η))〈z − y〉,�(ω)−�(η))

∣∣
∣,

where L�(η) is as in (4.9). If we define Lτ0 : R
d × R

d → R
+
0 , τ0 ∈ R

d , by

Lτ0(x, τ ) := sup
z∈Rd

sup
(z0,η0)∈Vδ

(z,�−1(τ0))

∣∣
∣Lτ0 [θ, θ̃(z,�−1(τ0)),(z0,η0)](x, τ )

∣∣
∣, (6.21)

then, for all (y, ω), (z, η) ∈ �,

oscVδ�,�((y, ω), (z, η)) ≤
√
w(�(η))

w(�(ω))
L�(η)(A

T (�(η))〈z − y〉,�(ω)−�(η)).

Via a tedious, but straightforward derivation involving several changes of variable
in a manner similar to the proof of Lemma 4.7, we obtain in particular that

‖ osc Vδ�,�‖Bm ≤ ess sup
τ0∈Rd

∫

Rd

∫

Rd
M(x, τ )Lτ0(x, τ ) dx dτ,

(6.22)

whereM is defined as in (4.2) andweused thatm is�-compatiblewith the (symmetric)
dominating weight m�(x, τ ) = (1 + |x |)p · v1(τ ).

By Lemma 6.5, with w̃ = w2, all functions θ̃(z,η),(z0,η0) with (z, η) ∈ � and
(z0, η0)∈ Vδ

z,η ⊂ (z + Pδη) × Qδ
η satisfy the conditions of Theorem 4.8, as does θ .

Hence, for any z, τ0 ∈ R
d and (z0, η0) ∈ Vδ

z,�−1(τ0)
, Theorem 4.8 yields

|Lτ0 [θ, θ̃(z,�−1(τ0)),(z0,η0)](x, τ )| ≤ C · Cmax · (1 + |x |)−(d+p+1)·v4d+3p+3
0 (τ ) · [w2(τ )]−1,

(6.23)

where C > 0 depends only on d, k and the control weight v0, and furthermore

Cmax = Cmax

(
d + p + 1, θ, θ̃(z,�−1(τ0)),(z0,η0)

)

= max
j∈d

0≤m≤d+p+1

∥∥
∥∥
∂m

∂ιmj
θ

∥∥
∥∥
L2
w2
(Rd )

· max
j∈d

0≤m≤d+p+1

∥∥
∥∥
∂m

∂ιmj
θ̃(z,�−1(τ0)),(z0,η0)

∥∥
∥∥
L2
w2
(Rd )

(Lem. 6.5) ≤ max
j∈d

0≤m≤d+p+1

∥
∥∥
∥
∂m

∂ιmj
θ

∥
∥∥
∥
L2
w2
(Rd )

· max
j∈d

0≤m≤d+p+1

Fj,m(δ; θ, 2, w2) =: Dδ
max < ∞.
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Note that the estimate Dδ
max is independent of τ0 ∈ R

D , z ∈ R
d , and

(z0, η0) ∈ Vδ
z,�−1(τ0)

, such that taking Dδ
max instead of Cmax in (6.23) produces a

valid upper estimate forLτ0(x, τ ). Moreover, note that Lemma 6.5 implies Dδ
max → 0

as δ → 0.
Proving ‖oscVδ�,�‖Bm < ∞ is now analogous to the proof of Theorem 4.4, and

‖oscVδ�,�‖Bm → 0 as δ → 0 follows directly from Dδ
max → 0.

7 Coorbit Space Theory of Warped Time-Frequency Systems

We have now developed explicit sufficient conditions that ensure Kθ,�, oscVδ�,� ∈
Bm and hence, by Eq. (2.23), MVδ�Kθ,� ∈ Bm , since Bm is solid. These are the
crucial ingredients for applying coorbit theory in the setting of warped time-frequency
representations.

Theorem 7.1 Let� be a (d+ p+1)-admissible warping function with control weight
v0, where p = 0 if R� = supξ∈D ‖D�(ξ)‖ = ∞ and p ∈ N0 otherwise. Let
furthermore m0 : �×� → R

+ be a symmetric weight that satisfies 1 ≤ m0(λ, ρ) ≤
C (0)m0(λ, ν)m0(ν, ρ) for all λ, ρ, ν ∈ � and

m0((y, ξ), (z, η)) ≤ (1 + |y − z|)p · v1(�(ξ)−�(η)),

for all y, z ∈ R
d and ξ, η ∈ D, τ, ι ∈ R

d , (7.1)

for some continuous and submultiplicative weight v1 : R
d → R

+ with v1(ι) = v1(−ι)
for all ι ∈ R

d .
Then there exist nonzero θ ∈ L2

v
d/2
0

(Rd), such that for any rich, solid Banach space

Y ↪→ L1
loc(�) with Bm0(Y ) ↪→ Y ,

1. Co(G(θ,�),Y ) is a well-defined Banach function space.
2. There is a δ0 = δ0(θ,�,m) > 0 independent of Y , such that

(gy�,k ,ω�,k )�,k∈Zd ⊂ G(θ,�)

is a Banach frame decomposition for Co(G(θ,�),Y ), whenever the points(
(y�,k, ω�,k)

)
�,k∈Zd ⊂ � satisfy (y�,k, ω�,k) ∈ V δ

�,k , where Vδ� = (V δ
�,k)�,k∈Zd

is the �-induced δ-fine covering and δ ≤ δ0.

In particular, items (1) and (2) above hold for Y = Lp,q
κ (�), with 1 ≤ p, q ≤ ∞ and

any weight κ : � → [1,∞) that satisfies mκ � m0.

Proof ByPropositions 5.2 and 5.4, the�-induced δ-fine coveringVδ� is a topologically
admissible, product-admissible covering that satisfies items (1)–(3) of Assumption
2.11 and item (1) of Assumption 2.19. Moreover, item (6) of Assumption 2.11 is
satisfied, by the assumptions of this theorem.
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Next, choose θ ∈ L2√
w0
(Rd), such that ‖θ‖L2(Rd ) = 1 and the assumptions of

Theorem 6.1 are satisfied with m = mv defined by

mv((y, ω), (z, η)) = max

{
v((y, ω))

v((z, η))
,
v((z, η))

v((y, ω))

}
,

with v((y, ω)) := m0((y, ω), (x, ξ)) · max{w(�(ω)), [w(�(ω))]−1},

for all (y, ω), (z, η) ∈ � and some fixed, arbitrary (x, ξ) ∈ �. This is always possible,
since any function θ ∈ C∞

c (R
d) ⊂ L2(Rd) with unit L2-norm satisfies these assump-

tions. In particular, the assumptions of Theorem 6.1 are also satisfied form=m0≤mv .
By Proposition 3.4, the map (y, ω) 	→ gy,ω is continuous and by Corollary 3.6, the
warped time-frequency system G(θ,�) is a tight Parseval frame, such that item (4)
of Assumption 2.11 is satisfied. In particular, by Eq. (3.7), sup(y,ω)∈� ‖gy,ω‖2 ≤
‖θ‖L2√

w0
< ∞. Hence, with wc

Vδ�
= max{w(�(ω)), [w(�(ω))]−1} as in Proposition

5.2 and u(λ) := m0(λ, (x, ξ)) with the same choice of (x, ξ) ∈ � as above, item (5)
of Assumption 2.11 is satisfied as well.

Moreover, by choice of θ , and with � as in Theorem 6.1, we have

‖Kθ,�‖Bmv
< ∞ and ‖MVδ�Kθ,�‖Bm0

≤ ‖Kθ,�‖Bm0
+ ‖oscVδ�,�‖Bm0

< ∞,

showing that the final item (7) of Assumption 2.11 is satisfied. Hence, Assumption
2.11 is fully satisfied and we can apply Theorem 2.14 to show that Co(G(θ,�),Y ) is
a well-defined Banach function space.

Finally, note that � as in Theorem 6.1 is continuous, to verify that item (2) of
Assumption 2.19 is satisfied. By the same theorem, we can choose δ0 > 0, such that

‖oscVδ�,�‖Bmv
· (2‖K	‖Bmv

+ ‖oscVδ�,�‖Bmv
) < 1

for all δ ≤ δ0, proving the second assertion. The proof is completed by observing that
the statement about weighted, mixed-norm Lebesgue spaces is a direct consequence
of (2.14).

By definition, the coorbit space Co(G(θ,�),Y ) depends on both the prototype
function θ and the warping function �. The dependence on the warping function
� is an essential consequence of (sufficiently) different warping functions inducing
time-frequency representations with vastly different properties. Relations between
coorbit spaces associated to different warping functions are studied in the framework
of decomposition spaces [19, 42, 95] in a follow-up contribution. Here, we will show
that the dependence on the generating prototype θ can be weakened, i.e., under certain
conditions on θ1, θ2, the coorbit spaces Co(G(θ1,�),Y ) and Co(G(θ2,�),Y ) are
equal, similar to modulation spaces for the STFT. Before we do so, however, we show
that the mixed kernel associated with two warped time-frequency systems inherits the
membership in Bm (or Am) from the kernels of the individual systems.
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Lemma 7.2 Let X ∈ {Am,Bm}, with a symmetric weight m satisfying m(λ, ρ) ≤
C (0)m(λ, ν)m(ν, ρ), for some C (0) and all λ, ρ, ν ∈ �. If θ1, θ2 ∈ L2√

w0
∩ L2(Rd)

are nonzero and such that Kθ1,�, Kθ2,� ∈ X, then

Kθ1,θ2,� := KG(θ1,�),G(θ2,�) ∈ X . (7.2)

Proof. We first consider the case 〈θ1, θ2〉 �= 0. In that case, the orthogonality relations,
Theorem 3.5, applied to the kernel Kθ1,� · Kθ2,� yield, for all (y, ω), (z, η) ∈ �,

Kθ1,� · Kθ2,�((y, ω), (z, η)) =
∫

�
Kθ1,�((y, ω), (x, ξ))Kθ2,�((x, ξ), (z, η)) d(x, ξ)

=
∫

�
〈g(1)y,ω, g

(1)
x,ξ 〉〈g(2)z,η, g

(2)
x,ξ 〉 d(x, ξ)

(Def. of V•,�) =
∫

�
Vθ2,�g

(2)
z,η(x, ξ)Vθ1,�g

(1)
y,ω(x, ξ) d(x, ξ)

= 〈Vθ2,�g(2)z,η, Vθ1,�g
(1)
y,ω〉

(orth. rel.) = 〈g(2)z,η, g
(1)
y,ω〉〈θ1, θ2〉 = 〈θ1, θ2〉 · Kθ1,θ2,�((y, ω), (z, η)).

Since, under the conditions on m, Am,Bm are algebrae, this establishes (7.2).
If 〈θ1, θ2〉 = 0, then we need an auxiliary function θ3, which may be any function

in L2√
w0

∩ L2(Rd) such that Kθ3,� ∈ X and that is neither orthogonal to θ1 nor to θ2.
For example, θ3 could satisfy the conditions of Theorem. 4.4. By the first part of the
proof, we obtain

(Kθ1,� · Kθ3,�) · (Kθ3,� · Kθ2,�) = 〈θ1, θ3〉〈θ2, θ3〉 · Kθ1,θ3,� · Kθ3,θ2,� ∈ X .

Now, apply the argument in the first part of the proof again to obtain that

Kθ1,θ2,� = C−1(Kθ1,� · Kθ3,�) · (Kθ3,� · Kθ2,�) with C = ‖θ3‖2〈θ1, θ3〉〈θ2, θ3〉.

Remark 7.3 If θ1, θ2 satisfy the conditions of Theorem 4.4, then the assumptions of
Lemma 7.2 can be verified by applying that theorem. However, since Theorem 4.4
only provides sufficient conditions, there might be θ1, θ2 with Kθ1,�, Kθ2,� ∈ Bm that
do not satisfy those conditions, for which Lemma 7.2 remains valid.

Theorem 7.4 Assume that �, m0 and both θ1 ∈ L2√
w0

and θ2 ∈ L2√
w0

jointly satisfy

the conditions of Theorem 6.1.
Then, for any rich, solid Banach space Y ↪→ L1

loc(�) with Bm0(Y ) ↪→ Y , we have

Co(G(θ1,�),Y ) = Co(G(θ2,�),Y ).

In particular, the statement holds for Y = Lp,q
κ (μ), with 1 ≤ p, q ≤ ∞ and any

weight κ : � → [1,∞) that satisfies mκ � m0.
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Proof The same derivations as in the proof of Theorem 7.1 show that Assumptions
2.11 and 2.19 are fully satisfied and consequently, by Theorem 2.14, Co(G(θ1,�),Y )
andCo(G(θ2,�),Y ) arewell-definedBanach spaces. ByLemma 7.2, themixed kernel
Kθ1,θ2 is contained in Bmv ⊂ Bm0 , with v as in the proof of Theorem 7.1. Hence, we
can apply Proposition 2.15 to obtain the desired result. The statement about weighted,
mixed-norm Lebesgue spaces is, once more, a direct consequence of (2.14).

8 Radial Warping

In this section, we consider warped time-frequency representations for which the
warping of frequency space depends only on the modulus in the frequency domain,
i.e., we study maps of the form

�� : R
d → R

d , ξ 	→ ξ/|ξ | · �(|ξ |) ,

which we call the radial warping function associated to the radial component
� : [0,∞) → [0,∞). More precisely, we will provide conditions on the radial
component �which ensure that�� is a (k-admissible) warping function, as introduced
inDefinitions 3.1 and 4.2. In particular, wewill see that if � is a strictly increasing Ck+1

diffeomorphismwhich is also linear on a neighborhood of the origin, then�� is a Ck+1

diffeomorphism, with inverse �−1
� = ��−1 . Finally, under additional “moderateness

assumptions” on the derivatives of �−1, we will show that the diffeomorphism �� is
a k-admissible warping function. These claims will be established in Sect. 8.1.

Section 8.2 is concernedwith circumventing the somewhat unnatural restriction that
� is linear in a neighborhoodof the origin.Using the so-called slow-start construction,
one can associate to a “sufficiently well-behaved” function ς : [0,∞) → [0,∞) a
k-admissible radial component � : [0,∞) → [0,∞), which equals ς outside an
arbitrarily small neighborhood of the origin.

Finally, we discuss several examples of radial warping functions in Sect. 8.3.

8.1 General Properties of RadialWarping Functions

To enable a more compact notation, we will from now on denote by �∗ := �−1 the
inverse of a bijection � : R → R.

Definition 8.1 Let k ∈ N0. A function � : R → R is called a k-admissible radial
component with control weight v : R → R

+, if the following hold:

1. � is a strictly increasing Ck+1-diffeomorphism with inverse �∗ = �−1.
2. � is antisymmetric, that is, �(−ξ) = −�(ξ) for all ξ ∈ R. In particular, �(0) = 0.
3. There are ε > 0 and c > 0 with �(ξ) = c · ξ for all ξ ∈ (−ε, ε).
4. The weight v is continuous, submultiplicative, and radially increasing. Addition-

ally, �′∗ and
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�̃∗ : R → R
+, defined by �̃∗(ξ) := �∗(ξ)/ξ, for ξ �= 0, and �̃∗(0) := c−1

(8.1)

are v-moderate.
5. There are constants C0,C1 > 0 with

C0 · �̃∗(ξ) ≤ �′∗(ξ) ≤ C1 · (1 + ξ) · �̃∗(ξ) ∀ ξ ∈ R
+. (8.2)

6. We have

|�(�)∗ (ξ)| ≤ v(ξ − η) · �′∗(η) ∀ η, ξ ∈ [0,∞) and � ∈ k + 1. (8.3)

Note that the property (8.3) can equivalently be exchanged by the simpler
|�(�)∗ | ≤ C�′∗, for all � ∈ k + 1 (using that �′∗ is v-moderate and v is submulti-
plicative), at the cost of introducing a multiplicative constant Cv(0) on the right-hand
side of (8.3).

Remark 8.2 The reader may wonder why Definition 8.1 prescribes properties of � on
the negative half-axis at all. These requirements are not strictly necessary, but neither
are they an actual restriction: The existence of an odd extension of regularity Ck+1(R)

of a function�0 : [0,∞) → [0,∞) is, in fact, necessary for the radialwarping function
��0 induced by�0 to be in Ck+1(Rd). This is easily seen by considering the case d = 1.

On the other hand, the third condition in Definition 8.1 could indeed be slightly
weakened, as long as �̃∗(ξ) = �∗(ξ)/ξ has a positive, finite limit for ξ → 0 (and
sufficiently many of its derivatives have a finite limit at 0), and none of the other
conditions are violated. However, the behavior of� in a small neighborhood of zero has
comparably little effect on the induced warped time-frequency system. The slow-start
construction discussed in Sect. 8.2 provides a method to modify functions satisfying
a weaker variant of Definition 8.1 in a small neighborhood of zero, resulting in a
k-admissible radial component. Concerning the (lack of) impact of the slow-start
construction on the resulting coorbit spaces, cf. Remark 8.10.

Remark 8.3 (1) An important consequence of these assumptions is that there exists a
constant C2 = C2(�, v) > 0 with

|�(�)∗ (ξ)| ≤ C2 · (1 + ξ) · �̃∗(ξ) ∀ ξ ∈ R
+ and � ∈ {0} ∪ k + 1. (8.4)

Indeed, for � = 0 (8.4) is always satisfied as long as C2 ≥ 1, since �∗ is increasing
with �∗(0) = 0, whence |�(0)∗ (ξ)| = �∗(ξ) = ξ · �̃∗(ξ) ≤ (1+ ξ) · �̃∗(ξ) for ξ ∈ R

+.
Thus, it remains to verify Eq. (8.4) for � ∈ k + 1. But for this case, applying (8.3)
with η = ξ , we see that

|�(�)∗ (ξ)| ≤ v(ξ − ξ) · �′∗(ξ) = v(0) · �′∗(ξ) ,



62 Page 68 of 87 Journal of Fourier Analysis and Applications (2024) 30 :62

so that (8.2) yields |�(�)∗ (ξ)| ≤ v(0) · �′∗(ξ) ≤ C1 · v(0) · (1 + ξ) · �̃∗(ξ). Setting
C2 := max{1,C1 · v(0)} and C1 only depends on the radial component �, we have
thus established (8.4).

(2) To indicate that being an admissible radial component is a nontrivial restriction
on �, we observe that condition (8.2) entails certain growth restrictions on the function
�∗ = �−1. Indeed, for arbitrary ε > 0 and ξ ≥ 1/ε, Eq. (8.2) shows �′∗(ξ) ≤
C1 · (1 + ξ) · �∗(ξ)/ξ ≤ (1 + ε)C1 · �∗(ξ). This implies

d

dξ

(
e−(1+ε)C1ξ · �∗(ξ)

)
= −(1 + ε)C1 · e−(1+ε)C1ξ · �∗(ξ)+ e−(1+ε)C1ξ · �′∗(ξ)

≤ −(1 + ε)C1 · e−(1+ε)C1ξ · �∗(ξ)+ (1 + ε)C1

· e−(1+ε)C1ξ · �∗(ξ) = 0

for all ξ ≥ 1/ε. For any ξ ≥ a ≥ 1/ε, this implies e−(1+ε)C1ξ · �∗(ξ)
≤ e−(1+ε)C1a · �∗(a), and hence

�∗(ξ) ≤ �∗(a)
e(1+ε)C1a

· e(1+ε)C1ξ ∀ ξ ≥ a ≥ ε−1 , for any ε > 0. (8.5)

Likewise, the lower bound in (8.2) implies

d

dξ

(
ξ−C0 · �∗(ξ)

)
= (−C0)ξ

−C0−1 · �∗(ξ)+ ξ−C0 · �′∗(ξ)

≥ (−C0)ξ
−C0 · �∗(ξ)

ξ
+ C0 · ξ−C0 · �∗(ξ)

ξ
= 0

for all ξ ∈ R
+. Thus, for ξ ≥ a > 0, we get ξ−C0 · �∗(ξ) ≥ a−C0 · �∗(a), and thus

�∗(ξ) ≥ �∗(a)
aC0

· ξC0 ∀ ξ ≥ a > 0. (8.6)

In words, Eqs. (8.5) and (8.6) show that the inverse of an admissible radial com-
ponent � can grow at most exponentially, and has to grow at least like a positive (not
necessarily integer) power of ξ .

We define (for a larger class of radial components) the radial warping function
associated with �.

Definition 8.4 For a diffeomorphism � : R → R with �(ξ) = cξ for all ξ ∈ (−ε, ε)
and suitable ε, c > 0, the associated radial warping function is given by

�� : R
d → R

d , ξ 	→ �̃(|ξ |) · ξ, with �̃(t) := �(t)/t for t ∈ R \ {0} ,
and �̃(0) := c. (8.7)

Clearly, if � ∈ Ck(R), then �̃ ∈ Ck(R). Our goal in this section is to show that
�� is a k-admissible warping function as per Definition 4.2, provided that � is a k-
admissible radial component. To this end, we first show that the inverse�−1

� of�� is
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given by �−1
� = ��−1 , and provide a convenient expression of the Jacobian D�−1

� .

The following notation will be helpful for that purpose: For ξ ∈ R
d\{0}, we define

ξ◦ := ξ/|ξ |, πξ : R
d → R

d , τ 	→ 〈τ, ξ◦〉 · ξ◦ , and π⊥
ξ := idRd − πξ ,

(8.8)

so that πξ is the orthogonal projection on the space spanned by ξ , while π⊥
ξ is the

orthogonal projection on the orthogonal complement of this space. With these nota-
tions, the derivative of �� and �−1

� can be described as follows:

Lemma 8.5 Let � : R → R be a Ck-diffeomorphism with �(t) = ct for all t ∈ (−ε, ε)
and suitable ε, c > 0. Then �� is Ck , and for ξ ∈ R

d\{0}, we have

D��(ξ) = �̃(|ξ |) · π⊥
ξ + �′(|ξ |) · πξ , and

[D��(ξ)]−1 = [̃�(|ξ |)]−1 · π⊥
ξ + [�′(|ξ |)]−1 · πξ . (8.9)

Furthermore, �� is a Ck-diffeomorphism, with inverse
�−1
� = ��∗ and satisfies �∗(t) = t/c for t ∈ (−cε, cε).

Finally, if � is a 0-admissible radial component, then we have

‖[D��∗(ξ)]−1‖ � 1/�̃∗(|ξ |) ∀ ξ ∈ R
d , with �̃∗ as in (8.1), (8.10)

where the implied constant only depends on the constant C0 in (8.2).

Proof Recall that �̃ ∈ Ck(R), with �̃ ≡ c on (−ε, ε), and hence �� ∈ Ck(Rd).
Now, a direct computation using the identity ∂ j |ξ | = ξ j/|ξ | shows for ξ ∈ R

d\{0}
that

∂ j (��)i (ξ) = ∂ j

(
ξi · �(|ξ |)|ξ |

)
= �̃(|ξ |) · δi, j + �′(|ξ |)− �̃(|ξ |)

|ξ |2 · ξiξ j .

In vector notation, and with ξ◦ = ξ/|ξ | as in (8.8), this means

D��(ξ) = �̃(|ξ |) · id + (�′(|ξ |)− �̃(|ξ |)) · ξ◦ξ T◦ .

Now, recall that ξ◦ξ T◦ is the matrix representing the linear map πξ , and that id =
πξ + π⊥

ξ . Inserting these identities into the previous displayed equation establishes

the claimed formula for D��(ξ). In particular, each η ∈ R
d with η ⊥ ξ is mapped

to �̃(|ξ |) · η by D��(ξ), while each η ∈ span(ξ) is mapped to �′(|ξ |) · η. Since
R
d = ξ⊥ ⊕ span(ξ), the stated formula for [D��(ξ)]−1 follows.
Linearity of �∗(t) = t/c for t ∈ (−cε, cε) is clear, such that ��∗ is a radial

warping function as per Definition 8.4. Note |��(ξ)| = �(|ξ |) for ξ ∈ R
d\{0}, such

that �∗(|��(ξ)|) = �∗(�(|ξ |)) = |ξ | and ��(ξ)/|��(ξ)| = ξ/|ξ |. Together, this
implies ��∗(��(ξ)) = ξ , for all ξ ∈ R

d \ {0} and thus, by continuity, for ξ = 0 as
well. Repeating this argument after interchanging �∗ and � yields �� ◦��∗ = id.
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To prove (8.10), consider ξ ∈ R
d\{0} and observe that ‖[D��∗(ξ)]−1‖ =

max
{[�̃∗(|ξ |)]−1, [�′∗(|ξ |)]−1

}
, by (8.9). Applying the lower inequality in (8.2), we

get

‖[D��∗(ξ)]−1‖ ≤ max{1,C−1
0 } · 1/�̃∗(|ξ |).

For ξ = 0 the result follows by continuity.

To verify Property (4.5) of Definition 4.2, i.e., ‖∂αφτ (ι)‖ ≤ v0(ι), for all
τ, ι ∈ R

d and all α ∈ N
d
0 , |α| ≤ k, we need to control certain derivatives of the

(matrix-valued) function

φτ (ι) =
(
A−1(τ ) · A(ι+ τ)

)T
with A(τ ) = D�−1

� (τ ) (8.11)

from (4.4). To this end, we will frequently use Faa di Bruno’s formula, a chain rule
for higher derivatives. Precisely, we will use the following form of the formula, which
is a slightly simplified (but less precise) version of [28, Corollary 2.10]. Note that, for
a nonnegative multiindex α, i.e., α ∈ N

d
0 , we denote the sum of its components by

|α| ≥ 0 and by α = 0 we refer to the unique multiindex with |α| = 0.

Lemma 8.6 For α ∈ N
d
0\{0} and n ∈ |α|, set

�α,n :=
⎧
⎨

⎩
γ = (γ1, . . . , γn) ∈

[
N
d
0 \ {0}

]n :
n∑

j=1

γ j = α

⎫
⎬

⎭
.

Furthermore, set � :=⋃α∈Nd
0\{0}
⋃|α|

n=1 �α,n.
Then, for each γ ∈ �, there is a constant Dγ ∈ R such that for any open sets

U ⊂ R
d and V ⊂ R, and any Ck functions f : V → R and g : U → V , the following

holds for any α ∈ N
d
0 with |α| ∈ k:

∂α( f ◦ g)(x) =
|α|∑

n=1

⎡

⎣ f (n)(g(x)) ·
∑

γ∈�α,n

(
Dγ ·

n∏

j=1

(∂γ j g)(x)

)
⎤

⎦ ∀ x ∈ U ,

where f (n) denotes the n-th derivative of f .

Remark From the statement of [28, Corollary 2.10], it might appear that the constants
Dγ also depend on α, n, d, in addition to γ . But these parameters are determined by
γ : On the one hand, we have γ ∈ [Nd

0 ]n , which uniquely determines n and d. On the
other hand, α =∑n

j=1 γ j for γ ∈ �α,n .

With these preparations, we can now prove that the radial warping function ��

associated to a k-admissible radial component � is indeed a k-admissible warping
function. Most significantly, the following proposition proves that Property (4.5), cf.
Definition 4.2 or the discussion preceding the above lemma, is satisfied.
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Proposition 8.7 Let � : R → R be a k-admissible radial component with control
weight v : R→R

+.
Then there is a constant C ≥ 1, dependent on �, v, d, and k, such that with

v0 : R
d → R

+, τ 	→ C · (1 + |τ |) · v(|τ |),

the function �� satisfies (4.5) for all α ∈ N
d
0 with |α| ≤ k.

Proof It is easy to see that v0 is submultiplicative and radially increasing as the product
of submultiplicative and radially increasing weights C , (1 + | • |) and v(| • |).

The proof is divided into five steps. As a preparation for these, recall from
Lemma 8.5 that �−1

� = ��∗ = (•) · �̃∗(| • |), with �∗ = �−1 and �̃∗ as defined

in (8.1). By Lemma 8.5, �̃∗ ∈ Ck+1(R). Our main goal is to estimate the derivatives
of ��∗ .

Step 1 - Estimate the derivatives of �̃∗: A trivial induction shows d�

dt�
t−1 =

(−1)� · �! · t−(1+�). With this, Leibniz’s rule shows for any n ∈ k + 1 and any t ∈
[cε,∞) that

∣∣∣
∣∣
�̃∗(n)(t)− �

(n)∗ (t)

t

∣∣∣
∣∣
=
∣∣∣
∣∣

n∑

�=1

(
n

�

)
· d

�t−1

dt�
· �(n−�)∗ (t)

∣∣∣
∣∣

≤ C(k) ·
n∑

�=1

t−(1+�) · |�(n−�)∗ (t)|

(8.4)≤ C(k)C2 ·
n∑

�=1

t−�+1 ·
(
1 + t

t

)2
· �̃∗(t)
1 + t

(t−1≤(cε)−1 and (1+t)/t=t−1+1≤(cε)−1+1) ≤ C (1) · �̃∗(t)/(1 + t) , (8.12)

where the constant C(k) > 0 in the first inequality only depends on k, C2 is as in
(8.4), and C (1) is given by C (1) = C(k) ·C2((cε)−1 + 1)2 · (k + 1) ·max{1, (cε)−k}.

In particular, |�̃∗(n)(t)| ≤ C (1) · �̃∗(t)/(1 + t)+ |�(n)∗ (t)/t |, such that

|�̃∗(n)(t)| ≤ C (1) · �̃∗(t)
1 + t

+
∣∣
∣∣∣
�
(n)∗ (t)

t

∣∣
∣∣∣
(8.2),(8.3)≤ (C (1)C−1

0 + v(0)) · �
′∗(t)
t

. (8.13)

Furthermore, the same estimate yields, with (1 + t)/t ≤ (cε)−1 + 1 and (8.4),

|�̃∗(n)(t)| ≤ C (1) · �̃∗(t)+ C2 · ((cε)−1 + 1)�̃∗(t) ≤ 2C (1) · �̃∗(t), (8.14)

where both (8.13) and (8.14) hold for all t ∈ [cε,∞) and n ∈ k + 1.
Step 2 - Estimate the partial derivatives of τ 	→ |τ | for τ �= 0 : It is well

known that the derivative of order n ∈ N of the square root function t 	→ t1/2 has
the form t 	→ cn · t−n+1/2, for all t ∈ R

+ and some constant cn �= 0. Further, noting
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that ∂α|τ |2 = 0 unless α = ie j for i ∈ {0, 1, 2} and j ∈ d, it is easy to see that∣∣ ∂α|τ |2 ∣∣ ≤ 2 · |τ |2−|α| for all τ ∈ R
d\{0} and α ∈ N

d
0 .

Since τ 	→ |τ | equals the composition | • | = (•)1/2 ◦ | • |2, Faa di Bruno’s formula
(see Lemma 8.6) yields

∣∣∂α|τ |∣∣ =
∣
∣∣∣∣∣

|α|∑

n=1

cn|τ |1−2n ·
∑

γ∈�α,n

(
Dγ ·

n∏

j=1

(∂γ j | • |2)(τ )
)
∣
∣∣∣∣∣
,

for α ∈ N
d
0\{0} and τ ∈ R

d\{0}. But we have∑n
j=1 γ j = α for γ ∈ �α,n , and hence,

using n ≤ |α|, we have
∣∣∣
∏n

j=1(∂
γ j | • |2)(τ )

∣∣∣ ≤ 2|α| · |τ |2n−|α|. Overall, we obtain

∣∣∂α|τ |∣∣ ≤ Cα · |τ |1−|α| ∀ τ ∈ R
d \ {0} and α ∈ N

d
0 , (8.15)

for some constants Cα that may also depend on d.
The estimate is trivial in case of α = 0.
Step 3 - Estimate the partial derivatives of ζ : R

d\{0} → R, τ 	→ �̃∗(|τ |):
Note that this map is just the composition of �̃∗ with the map τ 	→ |τ | analyzed in
the preceding step. Thus, Faa di Bruno’s formula (see Lemma 8.6) shows for any
α ∈ N

d
0\{0} with |α| ≤ k + 1 and τ ∈ R

d\{0} that

∂αζ(τ ) =
|α|∑

n=1

⎡

⎣�̃∗(n)(|τ |) ·
∑

γ∈�α,n

⎛

⎝Dγ ·
n∏

j=1

∂γ j |τ |
⎞

⎠

⎤

⎦ . (8.16)

In the previous step, we saw |∂γ j |τ || ≤ Cγ j · |τ |1−|γ j |. Since
∑n

j=1 γ j = α for
γ = (γ1, . . . , γn) ∈ �α,n , there thus exists a constant Cγ > 0 that may additionally
depend on d, such that

∣∣
∣∣∣∣

n∏

j=1

∂γ j |τ |
∣∣
∣∣∣∣
≤ Cγ · |τ |n−|α| ∀ τ ∈ R

d \ {0}, α ∈ N
d
0 \ {0}, n ∈ |α|, and

γ ∈ �α,n . (8.17)

Now, let us focus on the case |τ | ≥ cε. Then, if n ∈ |α| − 1, the estimate (8.14)
yields with |τ |n−|α| ≤ (cε)n+1−|α| · |τ |−1 ≤ (cε)n+1−|α|(1 + (cε)−1)/(1+ |τ |) that
∣
∣∣
∣∣
∣
�̃∗(n)(|τ |) ·

∑

γ∈�α,n

⎛

⎝Dγ ·
n∏

j=1

∂γ j |τ |
⎞

⎠

∣
∣∣
∣∣
∣
� �̃∗(|τ |)

1 + |τ | ∀ τ ∈ R
d \ Bcε(0) and n ∈ |α| − 1.

(8.18)

Here, α ∈ N
d
0 with |α| ∈ k + 1.
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Overall, by combining (8.16)– (8.18) (and noting that the case n = |α| is not
covered by (8.18)), we get

|∂αζ(τ )| =
∣∣∣∂α
(
�̃∗(|τ |)

)∣∣∣ �
∣∣∣�̃∗(|α|)(|τ |)

∣∣∣+ �̃∗(|τ |)
1 + |τ | (8.19)

(8.14)
� �̃∗(|τ |) ∀α ∈ N

d
0

with |α| ∈ k + 1 and τ ∈ R
d \ Bcε(0) . (8.20)

We note that the total implied constant between the left and right hand sides of
Eq. (8.20) depends on �, v, d, and k. Note that the quantities c, ε, C0, C1 and C2
that are more explicitly present in the dependencies are themselves directly derived
from � and v. Finally, the case α = 0 is trivial.

Step 4 - Estimate ∂αφτ (ι) for 0 ≤ |α| ≤ k and ι ∈ R
d\Bcε(−τ): Recall from

(8.11) the definition of φτ (ι) = (A−1(τ ) · A(τ + ι)
)T

. Since ‖M‖ = ‖MT ‖ for
all M ∈ R

d×d , and since ∂α[M(τ )]T = [∂αM(τ )]T for any sufficiently smooth
matrix-valued function M : R

d → R
d×d , it is sufficient to estimate ‖∂αϕτ (ι)‖ with

ϕτ (ι) := A−1(τ ) · A(τ + ι), where A(τ ) = D��∗(τ ).
Furthermore, ‖M‖ ≤ ∑d

j=1 |M•, j | for all M ∈ R
d×d , such that it is sufficient to

estimate the columns of M individually. In the following, we denote, for α ∈ N
d
0 and

ι ∈ R
d , ∂αι = ∂ |α|

∂
α1
ι1 ··· ∂αdιd

. Let us fix τ ∈ R
d\{0}. Then, ∂αϕτ (ι)= A−1(τ ) · (∂αA)(τ+ι).

We see that the j-th column of ∂αϕτ (ι) is simply

[
∂αϕτ (ι)

]
•, j = A−1(τ ) · ∂αι [A(τ + ι)]•, j = A−1(τ ) · (∂α+e j

ι ��∗)(τ + ι). (8.21)

Now fix j ∈ d , and set σ := α + e j for brevity. Note σ ∈ N
d
0\{0} with |σ | ∈ k + 1.

By definition of ��∗ , the i-th entry of ��∗(τ ) is [��∗(τ )]i = τi · �̃∗(|τ |). Let α+,
for α ∈ Z

d
0 , be the elementwise positive part, i.e., (α+)i = max{0, αi }, i ∈ d . The

Leibniz rule, with ∂βτi = 0 for β /∈ {0, ei } and ∂iτi = 1, yields

[∂σ��∗(τ )]i = τi · [∂σ (�̃∗(|τ |))
]+ σi · ∂(σ−ei )+

τ

(
�̃∗(|τ |)

) ∀ i ∈ d ,

or in other words,

∂σ��∗ (τ ) = (∂στ
[
�̃∗(|τ |)

]) · τ + vσ,τ , with vσ,τ :=
[
σi · ∂(σ−ei )+

τ

(
�̃∗(|τ |)

)]

i=1,...,d
.

(8.22)

Now, by (8.20), we have |vσ,τ | � �̃∗(|τ |), for all τ ∈ R
d \ Bcε(0). Fur-

thermore, Lemma 8.5 provides the estimate ‖A−1(τ )‖ = ‖[D��∗(τ )]−1‖ ≤
max{1,C−1

0 }/�̃∗(|τ |) with C0 as in (8.2). Note that we inserted the explicit constant
derived in the proof of Lemma 8.5 above. Since �̃∗ is v-moderate and v is radially
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increasing, this implies

|A−1(τ ) · vσ,τ+ι| � max{1,C−1
0 } · �̃∗(|τ + ι|)

�̃∗(|τ |) ≤ max{1,C−1
0 } · v(|ι|)

= max{1,C−1
0 } · v0(ι) (8.23)

for all ι ∈ R
d \ Bcε(−τ). Thus, in view of (8.22), it remains to estimate(

∂σ(τ+ι)
[
�̃∗(|τ + ι|)]) · A−1(τ )〈τ + ι〉 for τ + ι ∈ R

d\Bcε(0).
Lemma 8.5 implies

A−1(τ ) = [D��∗(τ )]−1 = [�̃∗(|τ |)]−1 · π⊥
τ + [�′∗(|τ |)]−1 · πτ . (8.24)

Now, we apply (8.20), and v-moderateness of �̃∗ for radially increasing v, to derive

∣∣∂σι
(
�̃∗(|τ + ι|))∣∣ · [�̃∗(|τ |)

]−1 · |π⊥
τ (τ + ι)|

�
[
�̃∗(|τ |)

]−1 · �̃∗(|τ + ι|) · |ι|
≤ v(|ι|) · |ι|

(v0≥(1+|•|)·v(|•|)) ≤ v0(ι).

(8.25)

Here, we additionally used the straightforward estimate |π⊥
τ (τ + ι)| = |π⊥

τ (τ ) +
π⊥
τ (ι)| = |π⊥

τ (ι)| ≤ |ι|.
Finally, with the elementary estimate |πτ (ι+ τ)| ≤ |ι+ τ |, we get

∣∣∂σι
(
�̃∗(|ι+ τ |))∣∣ · [�′∗(|τ |)

]−1 · |πτ (ι+ τ)|
((8.19), (8.2), and (8.13)) � |ι+ τ | · �′∗(|ι+ τ |)

|ι+ τ | · �′∗(|τ |)
((8.3)) � v(|ι|) ≤ C (11) · v0(ι).

(8.26)

Overall, combining (8.21)– (8.26), we finally see

‖∂αφτ (ι)‖ = ‖∂αϕτ (ι)‖ ≤ d · max
j∈d
∣∣[∂αϕτ (ι)

]
•, j
∣∣

((8.21)) ≤ d · max
j∈d
∣∣A−1(τ ) · (∂α+e j��∗)(τ + ι)

∣∣

((8.22)) ≤ d · max
j∈d

(∣∣∂
α+e j
ι

(
�̃∗(|ι+ τ |))∣∣ · |A−1(τ ) (ι+ τ)|

+|A−1(τ ) vα+e j ,τ+ι|
)

((8.23)−(8.26)) � v0(ι) for all ι ∈ R
d \ Bcε(−τ) and |α| ≤ k ,

where the implied constant between left and right hand side depends on �, v, d, and
k.
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Step 5 - Estimate ∂αφτ (ι) for 0 ≤ |α| ≤ k and ι ∈ Bcε(−τ): By Lemma 8.5,
�∗(t) = t/c, and thus �̃∗(t) = c−1 for t ∈ (−cε, cε). Hence,��∗(τ ) = c−1 · τ for all
τ ∈ Bcε(0), so that A(τ ) = D��∗(τ ) = c−1 · idRd for τ ∈ Bcε(0).

Hence, φτ (ι) = AT (τ + ι) · A−T (τ ) = c−1 · A−T (τ ), whence ‖∂αφτ (ι)‖ = 0 ≤
v0(ι) for ι ∈ Bcε(−τ) and α ∈ N

d
0 with |α| ∈ k. For α = 0, Eq. (8.10) in Lemma 8.5

shows

‖φτ (ι)‖ = c−1 · ‖A−T (τ )‖ = c−1 · ‖[D��∗(τ )]−1‖ ≤ max{1,C−1
0 } · c−1/ �̃∗(|τ |) .

But since �̃∗ is v-moderate, we have c−1 = �̃∗(0) ≤ �̃∗(|τ |) · v(|τ |) , and finally
|τ | ≤ cε + |ι|, such that v(|τ |) ≤ v(cε) · v(|ι|). Altogether, ‖φτ (ι)‖ ≤ max{1,C−1

0 } ·
v(cε) · v(|ι|) � v0(ι), for all τ ∈ R

d and ι ∈ Bcε(−τ).
That every radial warping function associated to a k-admissible radial component

� is indeed a k-admissible warping function is now a straightforward corollary.

Corollary 8.8 Let � : R → R be a k-admissible radial component with control weight
v, for some k ∈ N with k ≥ d + 1. Then there is a constant C ≥ 1, dependent on �,
v, d, and k, such that with

v0 : R
d → R

+, τ 	→ C · (1 + |τ |) · v(|τ |),

the associated radial warping function �� : R
d → R

d is a k-admissible warping
function, with control weight v0. Furthermore, the weight w = det(D�−1

� ) is given
by

w(τ) = �′∗(|τ |) · [�̃∗(|τ |)]d−1. (8.27)

Proof Lemma 8.5 shows that �� : R
d → R

d is a Ck+1 diffeomorphism with
�−1
� = ��∗ , and (8.9) implies thatw(τ) = det D��∗(τ ) = �′∗(|τ |)·[�̃∗(|τ |)]d−1 > 0,

for all τ ∈ R
d\{0}. By continuity, and since �′∗(0) = �̃∗(0) = c−1 is positive, the

above formula remains true for τ = 0. The remaining properties required in Defini-
tion 8.1 follow from Proposition 8.7.

8.2 The Slow Start Construction for Radial Components

So far, see Definition 8.1, we assumed that a k-admissible radial component � has
to be linear on a neighborhood of the origin. Our goal in this section is to show that
if a given function ς satisfies (slightly modified versions of) all the other conditions
from Definition 8.1, then one can modify ς in a neighborhood of the origin so that it
becomes linear there, but all other properties are retained. We call this the slow start
construction.

Definition 8.9 Fix some ε > 0, and let ς : [0,∞) → [0,∞) be continuous and
strictly increasing with ς(0) = 0. Furthermore, fix c ∈ (0, ς(ε)/(2ε)), and an even
function# ∈ C∞

c (R) that satisfies#(ξ) = 1 for x ∈ Bε(0),#(ξ) = 0 for x /∈ B2ε(0),
and #′(ξ) ≤ 0 for ξ ∈ [0,∞). Then the function
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� : R → R, ξ 	→
{
cξ ·#(ξ)+ sgn(ξ) · (1 −#(ξ)) · ς(|ξ |), if ξ �= 0 ,

0, if ξ = 0

(8.28)

is called a slow start version of ς .

Remark 8.10 The intent of the slow start construction is to establish a k-admissible
warping function that only differs from a radial function derived directly from ς in
a small neighborhood of zero. This raises the question whether different slow start
versions of ς , obtained, e.g., by choosing different values of ε in Definition 8.9, are
equivalent in the sense that they generate the same coorbit spaces. Althoughwe suspect
that this can be shown directly by verifying the conditions of Proposition 2.15, instead,
under fairly general conditions, we will obtain this equivalence as a consequence of
identifying the respective coorbit spaces with certain decomposition spaces [19, 42,
94, 95] in a follow-up contribution.

The following lemma summarizes the main elementary properties of this construc-
tion.

Lemma 8.11 Let ς : [0,∞) → [0,∞) be continuous and strictly increasing with
ς(0) = 0. Let ε > 0 be arbitrary, and c ∈ (0, ς(ε)/(2ε)). Then, the function �

defined in (8.28) has the following properties:

1. We have �(ξ) = ς(ξ) for all ξ ∈ [2ε,∞).
2. � is antisymmetric.
3. �(ξ) = cξ for all ξ ∈ (−ε, ε).
4. If ς |R+ is Ck for some k ∈ N0, then � is Ck .
5. If ς |R+ is C1 with ς ′(ξ) > 0 for all ξ ∈ (ε,∞), then �′(ξ) > 0 for all ξ ∈ R.
6. If ς |R+ is Ck with ς ′(ξ) > 0 for all ξ ∈ (ε,∞), and if furthermore ς(ξ) → ∞ as

ξ → ∞, then � : R → R is a Ck-diffeomorphism and ς : [0,∞) → [0,∞) is a
homeomorphism. Finally, we have

�−1(ξ) = ς−1(ξ) ∀ ξ ∈ [ς(2ε),∞).

Remark Item (6) above is particularly interesting, since it is often more important to
know the properties of the inverse of the warping function (�−1

� = ��−1 by Lemma
8.5) than those of the warping function itself.

Proof Ad (1): For ξ ∈ [2ε,∞), we have #(ξ) = 0. Therefore, �(ξ) =
sgn(ξ) · ς(|ξ |) = ς(ξ).

Ad (2):# is symmetric, i.e.,#(−ξ) = #(ξ) for all ξ ∈ R. For ξ �= 0, this implies

�(−ξ) = c · (−ξ) ·#(−ξ)+ sgn(−ξ) · (1 −#(−ξ)) · ς(| − ξ |)
= −
(
cξ ·#(ξ)+ sgn(ξ) · (1 −#(ξ)) · ς(|ξ |)

)
= −�(ξ) .

For ξ = 0, we trivially have �(−ξ) = 0 = −�(ξ).
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Ad (3): By choice of #, we have #(ξ) = 1 for ξ ∈ (−ε, ε). For ξ �= 0, this
immediately yields �(ξ) = cξ , which clearly also holds for ξ = 0.

Ad (4): Since # is smooth, and since the functions ξ 	→ sgn(ξ) and ξ 	→ |ξ | are
smooth on R\{0}, it is clear that � is Ck on R \ {0}. But in the preceding point we saw
that � is linear (and hence smooth) in a neighborhood of zero. Hence, � is Ck .

Ad (5): On (−ε, ε), we have �(ξ)= cξ , and thus �′(ξ)= c> 0 on [−ε, ε]. Also,
on (−∞,−2ε) ∪ (2ε,∞), we have #(ξ) = 0, and hence �(ξ) = sgn(ξ) · ς(|ξ |).
Since ξ 	→ |ξ | is smooth away from zero, with d

dξ |ξ | = sgn(ξ), this implies �′(ξ) =
(sgn(ξ))2 · ς ′(|ξ |) > 0 for ξ ∈ R with |ξ | ≥ 2ε.

For ξ ∈ (ε, 2ε), we have �′(ξ) = [
#(ξ) · c + (1 −#(ξ)) · ς ′(ξ)

] +
(−#′(ξ)) · (ς(ξ) − cξ) > 0, since all three terms are nonnegative and they can-
not vanish simultaneously. To see this, note that#′(ξ) ≤ 0 for ξ ∈ [0,∞), ς ′(ξ) > 0
for ξ ∈ (ε,∞), and ς(ξ) ≥ ς(ε) > 2cε > cξ for ξ ∈ (ε, 2ε). For the last inequal-
ity, recall c ∈ (0, ς(ε)/(2ε)). Positivity of �′ on (−2ε,−ε) follows from � being
antisymmetric.

Ad (6):We have �(0)=0 and �(ξ)=ς(ξ) for ξ≥2ε, such that �([0,∞))⊃[0,∞)

by the intermediate value theorem. Hence, � is surjective by (2) and with �′ > 0 by
(5) even bijective. As a strictly increasing bijective Ck map with positive derivative, �
is a Ck-diffeomorphism by the inverse function theorem.

Similar arguments show that ς is a homeomorphism. The remaining property
�∗(ξ) = ς∗(ξ) for all ξ ∈ [ς(2ε),∞) is now a straightforward consequence of
�(ξ) = ς(ξ) for all ξ ∈ [2ε,∞).

Our final goal in this subsection is to state convenient criteria on ς which ensure
that � is a k-admissible radial component. For this, the following general lemma will
be helpful.

Lemma 8.12 Let δ > 0, and let θ1, θ2 : [δ,∞) → [0,∞) and u : [0,∞) → R
+

be continuous and increasing with u(ξ + η) ≤ u(ξ) · u(η) for all ξ, η ∈ [0,∞).
Furthermore, assume that there is some D > 0 such that

D ≤ θ2(η) · u(η) and θ1(ξ) ≤ θ2(η) · u(|ξ − η|) ∀ ξ, η ∈ [δ,∞) .(8.29)

If β1 : R → [0,∞) and β2 : R → R
+ are continuous with β j (ξ) = θ j (|ξ |) for all

ξ ∈ R with |ξ | ≥ δ and all j ∈ {1, 2}, then there is a constant C ≥ 1 with

β1(ξ) ≤ C · β2(η) · u(|ξ − η|) ∀ ξ, η ∈ R.

Proof. By continuity of β1 : R → [0,∞) and β2 : R → R
+, there are constants

c1, c2 > 0 with β1(ξ) ≤ c1 and β2(ξ) ≥ c2 for all ξ ∈ [−δ, δ]. Further, note that
the conditions on u imply u(0) ≥ 1 and that u(| • |) is submultiplicative and radially
increasing. We distinguish four cases:

Case 1 (|ξ | < δ and |η| < δ): β1(ξ) ≤ c1 ≤ c1
c2·u(0) · β2(η) · u(|ξ − η|).

Case 2 (|ξ | ≥ δ and |η| ≥ δ): β1(ξ) = θ1(|ξ |) ≤ θ2(|η|) · u(∣∣ |ξ | − |η| ∣∣) ≤
β2(η) · u(|ξ − η|).
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Case 3 (|ξ | < δ and |η| ≥ δ): We have D ≤ θ2(|η|) · u(|η|) ≤
θ2(|η|) · u(|η − ξ |) · u(δ) , since u(|ξ |) ≤ u(δ). Hence, β1(ξ) ≤ c1 ≤ c1·u(δ)

D ·
θ2(|η|) · u(|η − ξ |) ≤ c1·u(δ)

D · β2(η) · u(|η − ξ |) .
Case 4 (|ξ | ≥ δ and |η| < δ):We have

∣∣ |ξ |−δ
∣∣ ≤ |ξ | ≤ |ξ−η|+|η| < |ξ−η|+δ.

Hence, β1(ξ) = θ1(|ξ |) ≤ c−1
2 · β2(η) · θ1(|ξ |) ≤ θ2(δ)·u(δ)

c2
· β2(η) · u(|ξ − η|) .

Altogether, we have shown β1(ξ) ≤ Cβ2(η) · u(|ξ − η|) for all ξ, η ∈ R, with

C := max

{
1,

c1
c2 · u(0) ,

c1 · u(δ)
D

,
θ2(δ) · u(δ)

c2

}
.

We now formally introduce a class of functions ς : [0,∞) → [0,∞) for which
the slow-start construction produces a k-admissible radial component. This will be
proven in Proposition 8.15 below.

Definition 8.13 Let k ∈ N0. A continuous function ς : [0,∞) → [0,∞) is called a
weakly k-admissible radial component with control weight u : [0,∞) → R

+, if
it satisfies the following conditions:

1. ς is Ck+1 on R
+, with ς ′(ξ) > 0 for all ξ ∈ R

+.
2. ς(0) = 0 and ς(ξ) → ∞ as ξ → ∞.
3. The control weight u is continuous and increasing with u(ξ +η) ≤ u(ξ) ·u(η) for

all ξ, η ∈ [0,∞). Furthermore, there are δ > 0 andC0,C1 > 0 with the following
properties:

C0 · ς∗(ξ)
ξ

≤ ς ′∗(ξ) ≤ C1 · ς∗(ξ) ∀ ξ ∈ [δ,∞) , (8.30)

ς∗(ξ)
ξ

≤ ς∗(η)
η

· u(|ξ − η|) ∀ ξ, η ∈ [δ,∞) , (8.31)

|ς(m)∗ (ξ)| ≤ ς ′∗(η) · u(|ξ − η|) ∀ ξ, η ∈ [δ,∞) and m ∈ k + 1 . (8.32)

Remark 8.14 Properties (1) and (2) imply that ς : [0,∞) → [0,∞) is a homeomor-
phism, with inverse ς∗ := ς−1.

In many cases, one even has the stronger condition ς ′∗(ξ) � ς∗(ξ)/ξ for all
ξ ∈ [δ,∞) instead of (8.30). In this case, it is not necessary to verify condition
(8.31), since—after possibly replacing u by C · u for some C ≥ 1—this condition is
implied by (8.32) for m = 1. Indeed, if (8.32) holds, then

ς∗(ξ)
ξ

� ς ′∗(ξ) ≤ ς ′∗(η) · u(|ξ − η|) � ς∗(η)
η

· u(|ξ − η|) for ξ, η ∈ [δ,∞).

Overall, if ς ′∗(ξ) � ς∗(ξ)/ξ for ξ ∈ [δ,∞), then ς is a weakly k-admissible radial
component, if ς is Ck+1 with ς ′(ξ) > 0, ς(0) = 0 and with ς(ξ) → ∞ as ξ → ∞
and ς satisfies (8.32).
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Our final result in this subsection shows that the slow-start construction, applied to
a weakly k-admissible radial component, yields a k-admissible radial component.

Proposition 8.15 Let k ∈ N0, and let ς : [0,∞) → [0,∞) be a weakly k-admissible
radial component with control weight u : [0,∞) → R

+. Furthermore, let � be a
“slow-start version” of ς as in (8.28). Then there exists a constant C := C(k) ≥ 1,
such that � is a k-admissible radial component with control weight

v : R → R
+, ξ 	→ C · u(|ξ |).

Proof Lemma8.11 shows that� : R → R satisfies conditions (1)–(3) ofDefinition8.1.
As already observed in the proof of Lemma 8.11, the conditions on u imply that u(|•|)
is submultiplicative, such that the same holds for v, since C ≥ 1. Note furthermore,
that �∗(ξ) = ς∗(ξ) for all ξ ≥ δ′ := max{ς(2ε), δ}, with ε > 0 as in Lemma 8.11
and δ > 0 as in Definition 8.13.

We proceed to prove condition (5) of Definition 8.1: For |ξ | ≥ δ′, the inequality
(8.2) (with some constants C̃1, C̃2 in place ofC1,C2) is a direct consequence of (8.30)
and (8.28).

For |ξ | ≤ ς(ε), �̃∗(ξ) = ς∗(ξ)/ξ = c−1, such that �̃∗ is continuous and there are
c1, c2, c3, c4> 0, such that for all ξ ∈ [−δ′, δ′], c1 ≤ �̃∗(ξ)≤ c2 and c3 ≤ �′∗(ξ)≤ c4.
Thus, with C1 = min{C̃1, c3/c2} and C2 = max{C̃2, c4/c1}, (8.2) is satisfied for all
ξ ∈ R.

To prove condition (6) of Definition 8.1, consider the following: For |ξ | ≥ δ′, the
antisymmetry of � implies that
�∗(ξ) = sgn(ξ) · ς∗(sgn(ξ) · ξ). A straightforward induction therefore shows

|�(m)∗ (ξ)| = ∣∣ς(m)∗ (sgn(ξ) · ξ)∣∣ = ∣∣ς(m)∗ (|ξ |)∣∣ for all m ∈ k + 1 and |ξ | ≥ δ′.

Furthermore, note that (8.32) with m = 1 and ξ = δ and ς ′(ξ) > 0 for all ξ ∈ (ε,∞)

implies 0 < ς ′∗(δ)/u(δ) ≤ ς ′∗(η)u(η), since u is increasing.
Fix some � ∈ k + 1. In view of (8.32), we can apply Lemma 8.12 (with δ′ instead

of δ), with θ1 = ∣∣ς(�)∗ |[δ′,∞)

∣∣, θ2 = ς ′∗|[δ′,∞), and with β1 = |�(�)∗ |, β2 = �′∗.
Consequently, there is a constant G� ≥ 1 such that

|�(�)∗ (ξ)| = β1(ξ) ≤ G� · β2(η) · u(|η − ξ |) = G� · �′∗(η) · u(|η − ξ |) ∀ η, ξ ∈ R.

(8.33)

Since � ∈ k + 1 was arbitrary, (8.3) is satisfied with C ≥ max{G1, . . . ,Gk+1}.
In particular, if we set � = 1, then (8.33) implies that �′∗ is v-moderate with

v = Cu(| • |) and any C ≥ G1. Hence, for condition (4) in Definition 8.1 it only
remains to prove that �̃∗ is v-moderate.

With θ1 = θ2 = ς∗/|•| (and δ′ insteadof δ) the inequality (8.29) is impliedby (8.31).
Therefore, we can invoke Lemma 8.12 with this choice of θ1, θ2 and β1 = β2 = �̃∗.
Note that β j (ξ) = θ j (|ξ |) for |ξ | ≥ δ′. We obtain a constant G ≥ 1, such that
�̃∗ is v-moderate with v = Cu(| • |) and any C ≥ G. Altogether, condition (4) in
Definition 8.1 is satisfied with v = Cu(| • |), for any C ≥ max{G1,G}.
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8.3 Examples of RadialWarping Functions

We now present two examples of radial components ς : [0,∞) → [0,∞). We show
that they are weakly k-admissible as per Definition 8.13. By Proposition 8.15 and
Corollary 8.8, any slow start version � of ς yields a radial, k-admissible warping
function ��. Additionally, we provide in each case a control weight v0 for ��.

Example 8.16 Let p ≥ 1, and consider the function

ς : [0,∞) → [0,∞), ξ 	→ (1 + ξ)1/p − 1.

Conditions (1)–(2) of Definition 8.13 are clear. For p = 1, Condition (3) is easily
verified with u ≡ 1. To verify Condition (3) for p > 1, we first show that ς ′∗ � ς∗/(•).
By Remark 8.14, it is then sufficient to verify only (8.32).

Note that ς∗(ξ) = (1+ξ)p −1. For ξ > δ := 1, it is easy to see that (1+ξ)r −1 �
(1 + ξ)r , for any r > 0. In particular, with r = p − 1, we obtain

ς ′∗(ξ) = p · (1 + ξ)p−1 � (1 + ξ)p

1 + ξ
� (1 + ξ)p − 1

ξ
= ς∗(ξ)

ξ
for ξ ≥ 1.

Note the inequality 1+ ξ ≤ 1+ η+ |ξ − η| ≤ (1+ η) · (1+ |ξ − η|), which holds
for η, ξ ≥ 0. As a direct consequence, we obtain for all η, ξ ≥ 0 and α, β ∈ R with
α ≤ β that

(1 + ξ)α ≤ (1 + ξ)β ≤ (1 + η)β · (1 + |η − ξ |)|β| . (8.34)

Define ũ = (1+(•))|p−1| and note thatς(m)∗ (ξ) = Cm ·(1+ξ)p−m for allm ∈ k + 1,
for suitable constants Cm = Cm(m, p) ∈ R, in particular, C1 = p > 0. Therefore,

|ς(m)∗ (ξ)| ≤ |Cm | · (1 + ξ)p−m (8.34)≤ |Cm | · (1 + η)p−1ũ(|ξ − η|)
= |Cm |

p
· ς ′∗(η) · ũ(|ξ − η|) ,

for all η, ξ ≥ 1. This proves (8.32) with u = maxm∈k+1{|Cm |/p} · ũ.
Hence, ς is a weakly k-admissible radial component with control weight u :

[0,∞) → R
+, u(ξ) = C · (1+ξ)|p−1|, for any k ∈ N0 and some appropriate constant

C ≥ 1, depending on p and k. By Proposition 8.15 any “slow start” version � of ς is
k-admissible, with control weight v = C ′ ·u(|• |), for someC ′ ≥ 1. Therefore, Corol-
lary 8.8 shows that the associated radial warping function�� is indeed a k-admissible
warping functionwith control weight v0 = C ′′ ·(1+|•|)·u(|•|) = C ′′(1+|•|)1+|p−1|,
for constant C ′′ ≥ 1.

At this point,we conjecture that the coorbit spacesCo(G(θ,��),L
p,q
κ ) that are asso-

ciated to thewarping function�� constructedhere coincidewith certainα-modulation
spaces , specifically with α = p−1(p − 1) ∈ [0, 1), for a proper choice of the weight
κ . In future work, we will verify this by identifying Co(G(θ,��),L

p,q
κ ) with certain
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decomposition spaces, cf. [19, 42], and considering embeddings between the result-
ing decomposition spaces and α-modulation spaces [30, 41, 51, 55] using the theory
developed in [94, 95].

Example 8.17 Consider the function ς : [0,∞) → [0,∞), ξ 	→ ln(1+ξ). It is easy to
see that conditions (1)–(2) of Definition 8.13 are satisfied and that ς∗(ξ) = ς−1(ξ) =
eξ − 1.

We now verify condition (3) of Definition 8.13 by proving that the inequalities
(8.30)– (8.32) hold with δ = 1 and u : [0,∞) → [1,∞), ξ 	→ eξ . Note that ς(�)∗ = u
for all � ∈ N, such that (8.32) clearly holds, even for all ξ ∈ R

+.
Ad (8.30): For ξ ≥ δ = 1, we have 1 ≤ eξ /e, and thus ς∗(ξ) = eξ − 1 ≥

eξ · (1 − e−1). Therefore,

eξ − 1

ξ
≤ eξ ≤ (1 − e−1)−1 · ς∗(ξ) ,

so that (8.30) is fulfilled with C0 = 1 and C1 = (1 − e−1)−1 > 0.
Ad (8.31): Let ς̃∗(ξ) := ς∗(ξ)

ξ
= eξ−1

ξ
for ξ ∈ R

+, and note that ς̃∗ has the power
series expansion

ς̃∗(ξ) = 1

ξ
·
( ∞∑

n=0

ξn

n! − 1

)

=
∞∑

n=1

ξn−1

n! =
∞∑

�=0

ξ�

(�+ 1)! ,

which shows that ς̃∗ is increasing, since each term of the series is increasing on R
+.

Therefore, ξ ≤ η implies ς∗(ξ) ≤ ς∗(η) ≤ ς∗(η)e|ξ−η|.
If 0 < η < ξ , then

eη − 1

η
· e|ξ−η| = eη − 1

η
· eξ−η = 1 − e−η

η
· eξ ≥ eξ − 1

ξ
.

Here, the final inequality uses that ξ 	→ 1−e−ξ
ξ

is decreasing on R
+. Therefore, (8.31)

even holds for all ξ, η ∈ R
+.

In other words, ς is a weakly k-admissible radial component with control weight
u : [0,∞) → R

+, u(ξ) = eξ (for any k ∈ N0). By Proposition 8.15, any “slow
start version” � of ς as per (8.28), is a k-admissible radial component with control
weight v : R → R

+, ξ 	→ C · e|ξ |, for some C ≥ 1. By Corollary 8.8, the associated
radial warping function �� is a k-admissible warping function with control weight
v0 : R

d → R
+, τ 	→ C ′ · (1 + |τ |) · e|τ |, for a suitable C ′ ≥ 1.

It is likely that the coorbit spaces Co(G(θ,��),L
p,q
κ ) associated with the warping

function�� constructed can be embedded into certain inhomogeneous Besov spaces
[88–90], if the weight κ is chosen properly. If such an embedding exists, we expect
the converse to be true as well, possibly with a different weight κ̃ instead of κ . Similar
to the previous examples, the interpretation of Co(G(θ,��),L

p,q
κ ) as decomposition

space will be the first step towards verifying such embeddings.
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9 Conclusion

We developed a theory of warped time-frequency systems for functions of arbitrary
dimensionality. These systems, defined by a prototype function θ and a diffeomor-
phism �, form tight continuous frames and admit the construction of coorbit spaces
Co�(Y ), which we have shown to be well-defined Banach spaces, provided that� is a
k-admissible warping function and Y is a suitable, solid Banach space.We have further
shown that stable discretization, in the sense of Banach frame decompositions, of the
continuous system G(θ,�) is achieved across said coorbit spaces, simply by sampling
densely enough. In all cases, the results are realized by choosing the prototype θ from
a class of smooth, localized functions that includes C∞

c (R
d). Moreover, the results can

be invoked simultaneously for a large class of spaces Y including, but not limited to,
weighted mixed-norm Lebesgue spaces Lp,q

κ , 1 ≤ p, q ≤ ∞. Finally, we considered
radial warping functions as an important special case, showed how they can be con-
structed from (weakly) admissible radial components, and provided examples of radial
warping functions for which we expect a relation to well-known smoothness spaces.
Altogether, we have demonstrated that warped time-frequency systems, a vast class of
translation-invariant time-frequency systems that enable the adaptation to a specific
frequency-bandwidth relationship, can be analyzed with a unified, and surprisingly
deep mathematical theory.

There is an abundance of opportunities for further generalization, of which we
mention only two: (1) That the weight m may only depend on the time variable if
supξ∈D ‖D�(ξ)‖ < ∞ (in Theorems 4.4 and 6.1) remains an irritating and somewhat
unnatural condition, but cannot be dropped if m is to be majorized by the product of a
time-dependent and another frequency-dependent weight. If the latter requirement is
relaxed and a more general weight is considered, it may be possible to consider time-
dependent weights if ‖D�(ξ)‖ is unbounded. (2) The construction analyzed in this
work does not accommodate frames with arbitrary directional sensitivity. In particular,
the degree of anisotropy is determined directly by the warping function and cannot be
chosen freely. For example, without further modification, it cannot currently mimic
popular directional frames like curvelets or shearlets, or even isotropic wavelets; see
below for the last point.

While the present article shows that the coorbit spaces Co�(Y ) are well-defined
Banach spaces admitting a rich discretization theory, it does not answer all open
questions regarding the structure of Co�(Y ) as smoothness spaces. These questions
concern, e.g., the description of Co�(Y ) purely in terms of Fourier analysis, as well
as the existence of embeddings between the spaces Co�(Y ) for different choices of
the warping function� and the space Y , or between Co�(Y ) and established smooth-
ness spaces, such as Besov spaces, Sobolev spaces, α-modulation spaces, or spaces of
dominating mixed smoothness [74, 75, 96]. In a follow-up article, we will study these
questions in the context of decomposition spaces, a common generalization of Besov-
and modulation spaces. Specifically, we will show that the spaces Co�(Y ) are special
decomposition spaces, so that the rich theory of these spaces canbe employed to answer
the questions posed above. In that work, we will confirm the conjectured relation to
α-modulation spaces (see Example 8.16) and prove that equality between (inhomoge-
neous) Besov spaces and the coorbit spaces related to warped time-frequency systems
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can only be achieved in the one-dimensional case, thereby making the statement about
isotropic wavelets in the previous paragraph formal.

Appendix A Formal Details forMaking Sense of the Intersection B∩B′

Tomake sense of the intersection B∩B ′ that appears in Definition 2.1, we assume that
B is compatible with a suitable Gelfand triple in the following sense: We assume that
there exists a topological vector space V of "test functions" which satisfies V ↪→ H,
with dense image. For instance, in the case H = L2(Rd) one could choose V =
C∞
c (Rd) or V = S(Rd). One can then identify each h ∈ H with the anti-linear

functional (or "generalized distribution")

ϕh : V → C, v 	→ 〈h, v〉H,

since it is easy to see that the map H → V �, h 	→ ϕh is linear and injective. Since
V ↪→ H, we can thus consider V as a subset of V �, by virtue of the dual pairing
coming from H.

Then, we say that a Banach space B is compatible with the Gelfand triple
(V ,H, V �), if B satisfies the following properties:

(i) (B, ‖ · ‖B) is a Banach space,
(ii) B ⊂ V � as sets (here, one potentially has tomake some (canonical) identifications,

such as considering Lp(Rd) as a subset of S�(Rd)),
(iii) the inclusion B ↪→ V � is continuous (with respect to the weak-∗-topology on

V �),
(iv) V ⊆ B is dense (this rules out spaces such as B = L∞(Rd) for H = L2(Rd)

and V = S(Rd), but one can then instead use the closure of V in B, which in this
case would be equal to C0(R

d), the space of continuous functions "vanishing at
infinity").

For such a compatible Banach space, we then say that b ∈ B ⊂ V � satisfies
b ∈ B ∩ B ′, if there exists a constant C > 0 such that

|b(v)| ≤ C · ‖v‖B ∀ v ∈ V .

Since V ⊂ B is dense, this implies that b ∈ V ′ (given by 〈b, v〉V ,V ′ = b(v)) uniquely
extends to a continuous linear functional on B; we then identify b with this functional.

Note that if h ∈ B ∩H, then since we are identifying h with the functional ϕh , we
have for v ∈ V that

h(v) = ϕh(v) = 〈v, h〉H,

so that this interpretation of elements of B as elements of B ′ is again consistent with
the duality pairing coming fromH.
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