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A B S T R A C T

Last-mile delivery with traditional delivery trucks is ecologically unfriendly and leads to high road utilization.
Thus, cities seek for different delivery options to solve these problems. One promising option is the use of
cargo bikes in last-mile delivery. These bikes are typically released at micro hubs, which are small containers
or facilities located at advantageous places in the city center. Since the bike’s travel speed depends on its
remaining load and the street gradient, placing the hubs at valleys might cause additional work for rides.
Therefore, the following question arises: How high is the impact of load-dependent travel times on micro
hubs’ cost-optimal placements?

To answer this question, we introduce the location routing problem with time windows and load-dependent
travel times. We formulate the problem as a mixed-integer linear program and introduce an adaptive large
neighborhood search with a problem-specific procedure for micro hub placements and problem-specific
operators to solve larger instances. In a numerical study, we find that load-dependent travel times significantly
influence the location of hubs, following that hubs with a higher elevation are preferably used. Moreover,
customers are served from hubs with a similar elevation. This would not be the case if load-dependent travel
times are ignored, resulting in an increase in costs by up to 2.7% or, instead, to up to 26% infeasible solutions
as time windows are not adhered to.
1. Introduction

Cities are increasingly struggling with higher road utilization, lead-
ing to traffic jams and environmental pollution. Last-mile parcel trans-
port, in particular, intensifies these problems, as delivery vehicles,
typically vans or trucks, are often parked in the second row. Thus, cities
and also parcel service providers are looking for alternative concepts,
as traffic jams and parking problems reduce profit margins and delay
deliveries (Boysen et al., 2021). Parcel delivery via cargo bikes is a
promising option in last-mile delivery because they can ride on the
bicycle path and are therefore independent of road traffic. Thus, DHL
uses cargo bikes for last-mile delivery, for example, in Miami (DHL,
2020) or Edinburgh (DHL, 2021).

One major disadvantage of these bikes is that they have a lower
average speed that is especially dependent on their load and the
gradient of the street (Fontaine, 2022) and a shorter range compared
to traditional delivery trucks. To overcome these disadvantages, bikes
can be released at micro hubs, which are small containers that can be
placed at multiple places within a city (e.g., Berger et al., 2007). These
micro hubs (in combination with cargo bikes) are, for example, used
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by Amazon in Berlin Amazon (2024) or by UPS in Hamburg (Logistra,
2022).

Considering the peculiarities of cargo bikes, i.e., the load-dependent
travel times, locating hubs at valleys might be unfavorable as additional
work arises for rides, making bikes travel at lower speeds. These
longer tours delay customer service, which is especially problematic
if customers need to be served within specific time periods, i.e., time
windows. Contrary, considering time windows and consolidation ef-
fects, choosing the hubs with the highest elevation is not an all-purpose
solution. Thus, questions arise on where to place these micro hubs and
how high load-dependent travel times impact micro hubs’ placements.

To answer these questions, it is necessary to consider the opera-
tional routing and tactical micro hub location decisions simultaneously,
which is in the literature referred to as the location routing problem
(LRP) (e.g., Berger et al., 2007). We extend this LRP by time win-
dows and the peculiarities of cargo bikes, namely the load-dependent
travel times, and introduce it as a location routing problem with time
windows and load-dependent travel times (LRPTWLTT). To tackle this
problem, we formulate it as a mixed-integer linear program (MILP)
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and introduce an adaptive large neighborhood search (ALNS) that
eparates the tactical location and fleet decisions from the operators

by including a problem-specific procedure for micro hub placements.
s a result, only four problem-specific operators are required to tackle

the operational routing, making it easier to implement compared to
comparable ALNS for the LRP or LRP with time windows (LRPTW) (e.g.,
Hemmelmayr et al., 2012).

We contribute to the literature in four ways: First, we combine an
LRPTW with load-dependent travel times, or in other words, we ex-
tend the operational routing problem with load-dependent travel times
of Fontaine (2022) by the tactical micro hub location decision. Second,

e present a formal description of the LRPTWLTT as MILP. Third, we
develop an ALNS that separates the tactical decision from the operators,
following that only a few operators are required. Fourth, we generate
multiple managerial insights on both the impact of load-dependent
travel times and the location decision.

The structure of this paper is as follows: in Section 2, we describe the
problem setting in detail. In Section 3, we introduce the most relevant
iterature and delimit this paper from the literature. We formulate the
roblem as MILP in Section 4 and present the ALNS in Section 5. In

Section 6, we show the numerical results. Last, Section 7 summarizes
ur findings and gives a brief outlook.

2. Problem setting

We decide on the cost-minimal locations of micro hubs, the number
of (homogeneous) cargo bikes allocated to each hub, and the bikes’
routing to serve all customers, who have their individual demand mass,
once. For this, we consider fixed costs for each micro hub and cargo
bike used and variable costs for load-dependent traveling times, which
is a special case of asymmetric routing costs. The variable costs are only
dependent on the traveling times as energy costs are marginal if there
are any, and the bike costs are already excluded as a fixed term. Thus,
the driver’s salary is the main cost driver (variable costs). We further
show how to adjust our objective to symmetric routing costs that are
dependent on the traveled distance.

We assume a finite set of potential micro hub locations and (opened)
ubs are fully loaded with parcels at the beginning of the considered
elivery time period. This can be practically ensured by supplying all
ubs before the first working shift starts, e.g., early in the morning.
lease note that we do not consider the routing to supply these micro
ubs as the geographical area under consideration is limited due to
he low speed and, therefore, the cargo bikes’ range. In the considered
nstances in our case study, the maximum distance between two nodes,
f they are at opposite corners of the area, lies between 2.3 km and
.7 km, dependent on the instance. If a large city is to be supplied by
ikes, it can be divided into different zones, e.g., postcodes. Additional
ifferent costs incurred by the hubs’ supply could also be reflected in
he fixed costs of the hubs.

Multiple cargo bikes can be allocated to a single hub with both
ubs and bikes having a certain weight-dependent capacity. Thus, once

allocated to a micro hub, the cargo bike starts and ends its route at
his hub. Note that the number of bikes allocated to a hub is not

restricted (e.g., Ponboon et al., 2016). This is because the bikes are
ot parked in the hubs themselves. They are parked next to them, or
he delivery staff will drive up with them. Please note that considering
 hub capacity of 600 kg and a bike capacity of 150 kg, as in our case
tudy, there are not necessarily up to four bikes per hub. Especially
ue to the time windows, it might be reasonable to have a hub with,
.g., eight half-loaded bikes. However, there will not be an arbitrary
umber of bikes used due to their associated fixed costs.

We consider one representative demand, i.e., one single demand
scenario that reflects the demand of the considered area well. This
s a typical assumption in tactical or strategic planning (e.g., Canca

et al., 2019; Rave et al., 2023a). Demand variations are then adhered to
y operational day-ahead planning for routing and allocating bikes to
2 
hubs. In Section 6.3.2, we show that considering such a single demand
scenario instead of multiple demand scenarios leads to a high-quality
solution.

There are load-dependent travel times that influence the arrival
times at each customer. The load-dependent travel times depend on
he air and rolling resistance, the gravity force, and frictional losses,
hich are influenced by the transported mass (Fontaine, 2022). Each

ustomer has a fixed time window where he can be served. The bike
ight arrive earlier at the customer, which leads to waiting times, but
o extra costs. On the contrary, it is strictly prohibited that the bike

arrives later, i.e., the time windows are hard (Ponboon et al., 2016). In
addition, service times arise when a customer is served.

3. Literature review

This section presents the most relevant literature on the location
routing problem without and with time windows and routing problems
with load dependency. For an extensive review of location routing
problems, we recommend the literature review of Drexl and Schneider
(2015).

3.1. Location routing problem

Salhi and Rand (1989) are one of the first that combine the loca-
tion and routing decision and find that it is worth considering both
simultaneously. The LRP is then extended by multiple publications,
e.g., by Berger et al. (2007), who introduce a MILP formulation and
a Branch-and-Price Algorithm for an LRP with a limitation on the
maximum length of a route.

Heuristic solution methods are commonly used to solve larger in-
tances. So, Tuzun and Burke (1999) introduce a two-phase tabu search

for an LRP that has uncapacitated hubs and Barreto et al. (2007)
derive a cluster analysis based heuristic for an LRP with capacitated
hubs. Hemmelmayr et al. (2012) introduce an ALNS for an LRP and
a two-echelon vehicle routing problem (2E-VRP). Voigt et al. (2022)
extend the typical ALNS structure for the LRP, the 2E-VRP, and the
multi-depot vehicle routing problem (MDVRP) by deriving a hybrid
ALNS, which combines a genetic algorithm with an ALNS.

3.2. Location routing problem with time windows

LRPTWs are hardly represented in the literature, also found by Drexl
and Schneider (2015). So, Ponboon et al. (2016) develop a branch-and-
price solution approach for an LRPTW and present optimally solved
benchmark instances. To solve larger LRPTW instances, Maghfiroh et al.
(2023) present a variable neighborhood search with a path relinking
algorithm.

Schiffer and Walther (2017) focus on an LRPTW when considering
electric cars with a limited driving range, longer charging times, and
partial recharging. Schiffer and Walther (2018) extend this problem
setting by additionally considering intra-route facilities, e.g., charging
stations that must be visited to keep the vehicle operational. The
authors present a problem-specific ALNS that includes a local search
and a dynamic programming component that is executed in an iteration
if a promising solution is found.

3.3. Routing problems with load-dependency

Bektaş and Laporte (2011) initially consider load-dependency in the
objective function and introduce the pollution routing problem (PRP),
a variant of the VRP where emissions are minimized. In contrast to
our load-dependent travel times, the load-dependency is only in the
objective and does not influence the arrival times at customers and their
time windows. To solve larger instances, Demir et al. (2012) develop
an ALNS for the PRP. Kramer et al. (2015) also consider the PRP and
present a matheuristics combining integer programming with a local
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search and a speed optimization algorithm to find each arc’s optimal
peeds.

Considering load-dependency both in the objective and in the ar-
ival times at customers, Fontaine (2022) introduces the VRP with load-
ependent travel times and time windows for cargo bikes. Mühlbauer

and Fontaine (2021) also consider cargo bikes, but no load-dependent
travel times and asymmetric distances instead. Our load-dependent
travel times extend this, as our asymmetry depends on the vehicle’s
load and the gradient of the street. Asymmetry is also considered by uit
et Broek et al. (2021), who present a branch-and-cut algorithm for
outing problems, including an LRP. The authors consider asymmetry
n the cost structure.

Load-dependency is also considered in the drone literature. So,
rones’ load-dependent speeds and, thus, travel times are considered
y Nishira et al. (2023), who extend the truck-drone tandem of Murray

and Chu (2015). The authors approximate the non-linear speed func-
ion by a linear and quadratic regression. Tamke and Buscher (2023)
nd Dukkanci et al. (2021) consider a truck-drone variant, where drone

speeds are not the result of their loads, but the speed is a decision
influencing the drones’ energy consumption. Rave et al. (2023b) also
consider different loads in drone tours, but this influences only the costs
f a flight.

Considering drones, the literature typically refers to the (non-linear)
load-dependent energy consumption. This means that larger payloads
reduce the drone’s flight duration. The drone’s speed, however, is not
affected by the payload. So, Jeong et al. (2019) consider this load-
ependent energy consumption in a single truck, single drone routing

problem, Xia et al. (2023) for multiple trucks and drones, Cheng et al.
(2020) in a routing problem with multiple drones (no trucks), and Bruni
et al. (2023a, 2023b) in an LRP with drones. Bruni et al. (2023a)
dditionally take flight time uncertainty for drones into account. Con-

sidering electric-powered vehicles in general, e.g., the electric VRP,
load-dependent energy consumption is found to be relevant for the
recharging times but not assumed to influence travel times (Kancharla
 Ramadurai, 2020; Wu et al., 2023).

3.4. Further relevant routing problems

Further comparable problem settings are the truck and trailer prob-
lem (TTRP) and the line-haul feeder VRP (FVRP), which are extensions
of the VRP. In the TTRP, a truck has the possibility to carry a trailer.
As the trailer cannot be taken to all customers, it must be parked at
certain nodes before the truck continues its tour. The trailer must be
picked up at the same node (Lin et al., 2009). Rothenbächer et al.
(2018) extend this problem by time windows and introduce a variant
with quantity-dependent time for transferring load from truck to trailer.

In the FVRP, two types of customers are served by two types of
vehicles, including potential transshipments between both vehicles.
Formally introduced by Brandstätter and Reimann (2018), it has also
been considered by Huang et al. (2019). Sarbijan and Behnamian
(2022) extended it to a dynamic version and added flexible time

indows.

3.5. Summary

On the one hand, the LRP literature does not consider load-depen-
ent travel times with Bruni et al. (2023a) and Bruni et al. (2023b)
eing closest considering an LRP with load-dependent energy con-

sumption. On the other hand, the tactical location and fleet allocation
decisions are missing when considering load-dependent travel times as
in Fontaine (2022). Our paper fills this gap and connects both literature
streams.

4. Mathematical model

In this section, we first show how to model load-dependent travel
times, and second, we introduce our MILP formulation.
3 
4.1. Modeling load-dependent traveling times

When traveling from node 𝑖 to node 𝑗, traveling times depend on the
remaining bike’s load, the rolling resistance 𝐹 𝑟, the gravity force 𝐹 𝑔 ,
the air resistance 𝐹 𝑑 , and the available power 𝑃 of the cyclist and the
ike’s battery. Moreover, 𝐹 𝑟 and 𝐹 𝑔 are significantly influenced by the
oad’s gradient. To account for the non-linearity of the load-dependent
ravel times, we follow the idea of Fontaine (2022) and Bektaş and

Laporte (2011), and divide the bike’s load into several load levels
defined by set 𝐿. This allows the different loads to be converted into a
piecewise linear function. Each load level 𝑙 is bounded by its minimum
𝑝𝑙 and the maximum 𝑟𝑙 and assumed to have an average load of
(𝑝𝑙 + 𝑟𝑙)∕2. Then, 𝑝0 equals 0 and 𝑝

|𝐿| equals 𝑄𝑏, with 𝑄𝑏 being the
maximum payload per bike. In Section 6.3.1, we show that the linear
approximation does not lead to a loss of precision when the number
of load levels is sufficiently large, which is the case for even ten load
levels in our numerical study.

Algorithm 1 shows the pseudo-code for calculating the load-depend-
ent travel times (𝑡𝑖,𝑗 ,𝑙) in a pre-processing step as in Fontaine (2022).
or each load level 𝑙 ∈ 𝐿 and nodes 𝑖, 𝑗 ∈ 𝑁 , the required power 𝑃 is
alculated, which is based on 𝐹 𝑟, 𝐹 𝑔 , and 𝐹 𝑑 . 𝐹 𝑟 and 𝐹 𝑔 are based on
he load 𝑚𝑙 and the slope ℎ𝑖,𝑗 , which represents the road gradient in rad

when traveling directly between 𝑖 and 𝑗. 𝑚𝑙 includes the weight of the
ike and the cyclist as well as the payload defined by the load-interval

[𝑝𝑙 , 𝑟𝑙]. As long as the required power 𝑃 to travel at a certain speed 𝑣
exceeds the available power 𝑃 𝑜𝑤𝑒𝑟, 𝑣 and, thus, 𝐹 𝑑 and 𝑃 are reduced.
Last, the load-dependent traveling time is computed with the resulting
speed 𝑣.

Algorithm 1: Algorithm for determining load-dependent travel
times
1 for 𝑙 ∈ 𝐿, 𝑖, 𝑗 ∈ 𝑁 do
2 𝐹 𝑟 = 𝐶𝑟 ⋅ 𝑔 ⋅ 𝑚𝑙 ⋅ cos(ar ct an(ℎ𝑖,𝑗 ))
3 𝐹 𝑔 = 𝑔 ⋅ 𝑚𝑙 ⋅ sin(ar ct an(ℎ𝑖,𝑗 ))
4 𝐹 𝑑 = 𝐶𝑑 ⋅𝜌⋅𝐴⋅𝑣2

3.62⋅2
5 𝑃 = (𝐹 𝑟 + 𝐹 𝑔 + 𝐹 𝑑 ) ⋅ 𝑣

3.6⋅0.95
6 while 𝑃 > 𝑃 𝑜𝑤𝑒𝑟 do
7 𝑣 ← 𝑣 − 0.01
8 𝐹 𝑑 ← Update(𝐹 𝑑)
9 𝑃 ← Update(𝑃 )
10 end
11 𝑡𝑖,𝑗 ,𝑙 =

𝑑𝑖,𝑗
𝑣

12 end

Further required are the following parameters (Bombach, 2016;
Fontaine, 2022; Wilson & Schmidt, 2020): The initial speed 𝑣 =
25 k m∕h, the gravity force 𝑔 = 9.81 m∕s2, air density 𝜌 = 1.18 k g∕m3,
the cross-sectional front area of the bicycle, the cargo, and the rider
𝐴 = 0.83 m2, the coefficient of drag 𝐶𝑑 = 1.18, the rolling resistance
𝑟 = 0.01.

4.2. MILP formulation

We consider the index set for customers (𝐶), micro hubs (𝐻), and
ll nodes (𝑁 = 𝐻 ∪𝐶). Each customer 𝑐 ∈ 𝐶 has a time window [𝑎𝑐 , 𝑏𝑐 ],
 demand mass 𝑞𝑐 , and a service time 𝑠𝑐 . Each bike has a capacity of 𝑄𝑏
nd each hub of 𝑄ℎ. In the delivery system, costs occur for each hub
pened (𝑐𝑓 ,ℎ), each bike used (𝑐𝑓 ,𝑏), and per time unit traveling (𝑐𝑣).

The main decision variables determine the routing between nodes
(𝑥𝑖,𝑗 ∈ {0, 1}) if a micro hub is opened (𝑦𝑖 ∈ {0, 1}), and the number
of bikes allocated to a hub (𝑤𝑖 ∈ N). Aligned decisions are the arrival
time at a node (𝑣𝑖 ∈ R+). The decision variable 𝑧𝑖,𝑗 ,𝑙 ∈ {0, 1} indicates
whether a load level is chosen when traveling from 𝑖 to 𝑗. Further,
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Table 1
List of notation of the MILP.

Index sets, parameters and variables

𝐻 Index set for micro hubs
𝐶 Index set for customers
𝑁 Index set for all nodes: 𝑁 = 𝐻 ∪ 𝐶
𝐿 Index set for load levels
[𝑎𝑐 , 𝑏𝑐 ] Time window of customer 𝑐 ∈ 𝐶
𝑐𝑣 Variable costs per time unit
𝑐𝑓 ,ℎ Fixed costs for opening a micro hub
𝑐𝑓 ,𝑏 Fixed costs for each cargo bike used
𝑀 Sufficient large number
[𝑝𝑙 , 𝑟𝑙] Mass interval of load level 𝑙 ∈ 𝐿
𝑞𝑐 Demand mass of node 𝑐 ∈ 𝐶
𝑄𝑏 Payload per cargo bike
𝑄ℎ
𝑖 Payload per micro hub 𝑖 ∈ 𝐻

𝑠𝑖 Service time at node 𝑖 ∈ 𝑁
𝑡𝑖,𝑗 ,𝑙 Traveling time dependent on the remaining load level
𝑓𝑖,𝑗 Real-value variable indicating the remaining load of a cargo

bike traveling from node 𝑖 to 𝑗 (𝑖, 𝑗 ∈ 𝑁)
𝑣𝑖 Real-value variable indicating the arrival time at node 𝑖 ∈ 𝑁
𝑤𝑖 Integer variable indicating the number of cargo bikes assigned

to micro hub 𝑖 ∈ 𝐻
𝑥𝑖,𝑗 Binary variable indicating the routing (𝑖, 𝑗 ∈ 𝑁)
𝑦𝑖 Binary variable indicating if micro hub 𝑖 ∈ 𝐻 is opened
𝑧𝑖,𝑗 ,𝑙 Binary variable indicating if load level 𝑙 is chosen when

traveling from 𝑖 to 𝑗

𝑓𝑖,𝑗 ∈ R+ displays the remaining bike’s load when traveling from 𝑖 to
𝑗, and 𝑣𝑐 shows the arrival time at customer 𝑐. Table 1 summarizes the
used index sets, parameters, and variables.

min
∑

𝑖∈𝐻

(

𝑐𝑓 ,ℎ ⋅ 𝑦𝑖 + 𝑐𝑓 ,𝑏 ⋅𝑤𝑖
)

+
∑

𝑖,𝑗∈𝑁 ,𝑙∈𝐿
𝑐𝑣 ⋅ 𝑡𝑖,𝑗 ,𝑙 ⋅ 𝑧𝑖,𝑗 ,𝑙 (1)

subject to
∑

𝑗∈𝑁
(𝑥𝑖,𝑗 − 𝑥𝑗 ,𝑖) = 0 ∀𝑖 ∈ 𝑁 (2)

∑

𝑗∈𝑁
𝑥𝑖,𝑗 = 1 ∀𝑖 ∈ 𝐶 (3)

𝑥𝑖,𝑗 ≤ 𝑦𝑖 ∀𝑖 ∈ 𝐻 , 𝑗 ∈ 𝐶 (4)
∑

𝑗∈𝐶
𝑥𝑖,𝑗 ≤ 𝑤𝑖 ∀𝑖 ∈ 𝐻 (5)

∑

𝑗∈𝑁
(𝑓𝑗 ,𝑖 − 𝑓𝑖,𝑗 ) = 𝑞𝑖 ∀𝑖 ∈ 𝐶 (6)

𝑓𝑖,𝑗 ≥ 𝑞𝑗 ⋅ 𝑥𝑖,𝑗 ∀𝑖 ∈ 𝑁 , 𝑗 ∈ 𝐶 (7)

𝑓𝑖,𝑗 ≤ (𝑄𝑏 − 𝑞𝑖) ⋅ 𝑥𝑖,𝑗 ∀𝑖 ∈ 𝐶 , 𝑗 ∈ 𝑁 (8)
∑

𝑗∈𝑁
𝑓𝑖,𝑗 ≤ 𝑄ℎ

𝑖 ∀𝑖 ∈ 𝐻 (9)

𝑣𝑖 − 𝑣𝑗 + 𝑠𝑖 +
∑

𝑙∈𝐿
𝑡𝑖,𝑗 ,𝑙 ⋅ 𝑧𝑖,𝑗 ,𝑙 ≤𝑀 ⋅ (1 − 𝑥𝑖,𝑗 ) ∀𝑖 ∈ 𝑁 , 𝑗 ∈ 𝐶 ∶ 𝑖 ≠ 𝑗 (10)

𝑎𝑖 ≤ 𝑣𝑖 ≤ 𝑏𝑖 ∀𝑖 ∈ 𝐶 (11)
∑

𝑙∈𝐿
𝑧𝑖,𝑗 ,𝑙 = 𝑥𝑖,𝑗 ∀𝑖, 𝑗 ∈ 𝑁 (12)

∑

𝑙∈𝐿
𝑝𝑙 ⋅ 𝑧𝑖,𝑗 ,𝑙 ≤ 𝑓𝑖,𝑗 ≤

∑

𝑙∈𝐿
𝑟𝑙 ⋅ 𝑧𝑖,𝑗 ,𝑙 ∀𝑖, 𝑗 ∈ 𝑁 (13)

𝑦𝑖 ∈ {0, 1} ∀𝑖 ∈ 𝐻 (14)

𝑤𝑖 ∈ N ∀𝑖 ∈ 𝐻 (15)

𝑥𝑖,𝑗 , 𝑧𝑖,𝑗 ,𝑙 ∈ {0, 1} ∀𝑖, 𝑗 ∈ 𝑁 , 𝑙 ∈ 𝐿 (16)

𝑓𝑖,𝑗 ∈ R+ ∀𝑖, 𝑗 ∈ 𝑁 (17)

𝑣𝑖 ∈ R+ ∀𝑖 ∈ 𝐶 (18)

The objective function minimizes total costs, i.e., fixed costs for hubs
and bikes and variable costs for the traveling time. Costs for service are
4 
not included, as this is a fixed term and, thus, not relevant for decision-
making. Constraints (2) conserve flow, and Constraints (3) ensure that
ach customer is served exactly once. Micro hubs can only be used
f they are opened (Constraints (4)). Constraints (5) determine the
umber of bikes per hub. The remaining bike’s load traveling from 𝑖 to
is defined in Constraints (6). These constraints additionally eliminate

ubtours for each bike. The load is at least the customers’ demand mass
Constraints (7)) and limited to each bike’s payload (Constraints (8)).

Constraints (9) limit each hub’s capacity. Constraints (10) set the arrival
times at customers, taking load-dependent travel times into account. 𝑀
must be at least the maximum reasonable tour length. Constraints (11)
ensure the time windows are adhered to. When traveling from 𝑖 to 𝑗,
exactly one load level is selected (Constraints (12)). Constraints (13)
ensure that each bike’s load is within the load interval. Last, variables
re defined.

Instead of minimizing costs for the traveling time, symmetric rout-
ng costs based on the distance to travel can be minimized. For this, 𝑐𝑣𝑖,𝑗
ndicates the costs for the traveled distance from 𝑖 to 𝑗 (𝑖, 𝑗 ∈ 𝑁). The
oad-dependent travel times, then, affect the arrival time at a customer
nd, thus, if its time window is adhered to.

min
∑

𝑖∈𝐻

(

𝑐𝑓 ,ℎ ⋅ 𝑦𝑖 + 𝑐𝑓 ,𝑏 ⋅𝑤𝑖
)

+
∑

𝑖,𝑗∈𝑁
𝑐𝑣𝑖,𝑗 ⋅ 𝑥𝑖,𝑗 (19)

5. Adaptive large neighborhood search

This section introduces our ALNS capable of solving larger instances.
irst, we describe the peculiarity of this ALNS in Section 5.1. Section 5.2

presents an overview of the ALNS. In Section 5.3, we describe how
to generate the initial solution, and in Section 5.4 and Section 5.6,
we introduce our problem-specific operators. Section 5.5 presents the
rocedure that decides on the location and fleet. Last, Section 5.7 shows
 local search that is included in our ALNS.

5.1. Peculiarity of proposed ALNS algorithm

The ALNS was initially introduced by Røpke and Pisinger (2006)
and Pisinger and Røpke (2007) and has been adapted to multiple
roblem settings, e.g., for the LRP (e.g., Hemmelmayr et al., 2012) or

the inventory routing problem (e.g., Aksen et al., 2014).
An ALNS tackling a VRP typically requires only a few operators

(four to six) (e.g., Fontaine, 2022; Sacramento et al., 2019). More
can be implemented to improve the solution quality (e.g., Pisinger &
Røpke, 2007), but are not necessary as a few operators already cover all
routing decisions. Considering not only the VRP but also its extensions,
.g., MDVRP, on average, six destroy and 3.7 repair operators are
sed (Voigt, 2024). Tackling an LRP, the main decisions are not only
he operational routing but also the tactical micro hub locations and

fleet decisions. Thus, compared to a VRP, there are more decisions
o take, resulting in much more complex or more operators being
equired. This is because there is a need to modify the routing and,
dditionally, the tactical decisions, which are typically not included in
he same operators. So, Hemmelmayr et al. (2012) use twelve, Demir

et al. (2012) 17, Koç (2016) ten, and Sirirak and Pitakaso (2018) eleven
operators to adjust both the routing and location decision. These huge
numbers of operators make it difficult, time-consuming, and extensive
to implement. Akpunar and Akpinar (2021) were also aware of this
problem separating the operational routing from the tactical decisions.
They introduce an ALNS for operational routing (six operators) and
apply a variable neighborhood search for the tactical decisions, which,
however, requires a further eight operators.

Thus, we develop an ALNS that can solve the LRPTWLTT but can
lso be applied to the LRP and LRPTW with only four operators that
re well and generally functioning and also easy to implement (Voigt,

2024). Note that our operators are, additionally, problem-specific in
covering load-dependent travel times and time windows. We can solve
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the LRPTWLTT by using only four operators as we separate the tactical
decision regarding the micro hub locations and the vehicle fleet from
he operators, who, therefore, only modify the operational routing.
he tactical hub location and fleet decision are then considered by an
daptive procedure executed after applying the destroy and before the
epair operators. This adaptive procedure includes innovative features
o tackle the new problem introduced. We describe these features in
etail in Section 5.5.

5.2. Overview

In each iteration of the ALNS, the operational routing 𝑅 and poten-
ially the tactical bike and hub set 𝐵 is adjusted. 𝑅 includes information
n the order of customer visits, and 𝐵 includes the micro hub loca-
ions and the number of cargo bikes per micro hub used. Each bike’s
oad-dependent travel times result from the order of customer visits.

Following the idea of, e.g., Vidal et al. (2013), we accept infeasible
olutions in each iteration, but infeasibility is penalized in the cost

function 𝑓 dependent on the degree of infeasibility. The solution might
be infeasible if a bike’s or a hub’s capacity is exceeded (𝑐𝑄) or the
customers’ time windows are not adhered to (𝑐𝑇 𝑊 ), i.e., the bike arrives
oo late at a customer. The cost function is defined as follows, where
ach ‘‘max’’ function determines the degree of infeasibility.

𝑓 (𝑅, 𝐵) =
∑

𝑖∈𝐻

(

𝑐ℎ ⋅ 𝑦𝑖 + 𝑐𝑏 ⋅𝑤𝑖
)

+
∑

𝑖,𝑗∈𝑁 ,𝑙∈𝐿
𝑐𝑣 ⋅ 𝑡𝑖,𝑗 ,𝑙 ⋅ 𝑧𝑖,𝑗 ,𝑙

+ 𝑐𝑇 𝑊 ⋅
∑

𝑖∈𝐶
max(𝑣𝑖 − 𝑏𝑖, 0)

+ 𝑐𝑄 ⋅
∑

𝑖∈𝐻
max

(

∑

𝑗∈𝑁
𝑓𝑖,𝑗 −𝑄ℎ𝑖 , 0

)

+ 𝑐𝑄 ⋅
∑

𝑖∈𝐻 ,𝑗∈𝑁
max(𝑓𝑖,𝑗 −𝑄𝑏, 0)

Algorithm 2: ALNS framework for the LRPTWLTT
1 𝑅, 𝑅𝑔 𝑙 𝑜𝑏𝑎𝑙, 𝐵, 𝐵𝑔 𝑙 𝑜𝑏𝑎𝑙 ← Initial Solution();

//see Section 5.3
2 while noimprovements ≤ 𝛼 do
3 ChooseOperator();
4 (�̂�, RemovedCustomers) ← RemoveCustomers(𝑅);

//see Section 5.4
5 �̂� ← RemoveUnusedBikesAndHubs;
6 �̂� ← AddingOrShiftingBikeOrHub;

//see Section 5.5
7 �̂� ← RepairCustomers(�̂�,�̂�, RemovedCustomers);

//see Section 5.6
8 if f(�̂�,�̂�) < (1 + 𝜇)⋅ f(𝑅𝑔 𝑙 𝑜𝑏𝑎𝑙,𝐵𝑔 𝑙 𝑜𝑏𝑎𝑙) then
9 �̂� ← Local Search(�̂�);

//see Section 5.7
10 end
11 if f(�̂�,�̂�) < f(𝑅𝑔 𝑙 𝑜𝑏𝑎𝑙,𝐵𝑔 𝑙 𝑜𝑏𝑎𝑙) then
12 (𝑅,𝐵), (𝑅𝑔 𝑙 𝑜𝑏𝑎𝑙,𝐵𝑔 𝑙 𝑜𝑏𝑎𝑙) ← (�̂�,�̂�);
13 else if accept(f(�̂�,�̂�), f(𝑅,𝐵)) then
14 (𝑅,𝐵) ← (�̂�,�̂�);
15 UpdateWeights();
16 end

Algorithm 2 presents the pseudo-code of our ALNS, which starts
ith an initial solution (see Section 5.3). Next, in line 2, the while loop

uns until the number of consecutive iterations without improvement
xceeds a threshold 𝛼. In line 3, the destroy and repair operators are

chosen (see Sections 5.4 and 5.6). The chosen destroy operator removes
at least one customer (line 4). If a bike has no customer left in its route,
t is removed. The same applies for hubs if no bike is left at the hub
line 5). Next, in line 6, we apply a problem-specific procedure that
ecides if a new micro hub is opened, a new bike is added, or a certain
 t

5 
number or all bike routes of a single hub are shifted to a different
hub. We will describe this procedure in detail in Section 5.5. In line 7,
the chosen repair operator inserts the removed customers again. If the
olution is promising, i.e., its costs 𝑓 are below a certain threshold
 + 𝜇 of the global best solution (e.g., Hemmelmayr et al., 2012), a

local search is executed to improve the routing (lines 8–10). The local
search is presented in detail in Section 5.7. The global and current
olutions are accepted if the changes lead to a total cost reduction of
, considering penalty costs (lines 11–14). Last, the weights 𝜂𝑖,𝑗+1 for

he operators 𝑖 are updated (line 15) as in Sacramento et al. (2019):
𝑜𝑝.
𝑖,𝑗+1 = 𝜓 ⋅ 𝜂𝑜𝑝.𝑖,𝑗 + 𝜔𝑜𝑝. ⋅ (1 − 𝜓) with the reaction factor for the learning
urve 𝜓 ∈ [0, 1] and the performance dependent values 𝜔 ∈ R+. We
pply the same update to the adaptive procedure to add a new bike or
ub: 𝜂𝑝𝑟𝑜𝑐 .𝑗+1 = 𝜓 ⋅ 𝜂𝑝𝑟𝑜𝑐 .𝑗 + 𝜔𝑝𝑟𝑜𝑐 . ⋅ (1 − 𝜓). Note that if the procedure is not
xecuted, it is not updated, i.e., 𝜂𝑝𝑟𝑜𝑐 .𝑗+1 = 𝜂𝑝𝑟𝑜𝑐 .𝑗 .

5.3. Initial solution

One hub, which is geographically best located, is opened. This
means that its distance to all customers weighted by the hub’s elevation
is best. The number of bikes allocated to the hub depends on the
total demand mass and the bikes’ capacities. Similar to Voigt et al.
(2023), the routing is created by applying our ‘‘greedy load-dependent
nsertion’’ operator (see Section 5.6) to all customers.

5.4. Destroy operators

The destroy operators remove 𝛽 many customers from routes, with
∈ {1,… , 𝛽𝑚𝑎𝑥} randomly drawn and 𝛽𝑚𝑎𝑥 is set dependent on

he number of considered customers (e.g., Sacramento et al., 2019),
.e., 𝛽𝑚𝑎𝑥 = ⌈min(max(10, 0.2⋅|𝐶|), 20)⌉. Bikes are removed if no customer
s left on a route. Further, if no bike is left at a hub, this hub is
losed. In detail, we consider the following destroy operators, which are
xtensions or variations of Hemmelmayr et al. (2012), Fontaine (2022),
nd Rave et al. (2023a):
Random removal - This operator removes 𝛽 many customers from any
routes, randomly.
Sequence removal - This operator removes 𝛽 many customers that
re served in a sequence. In detail, a random customer is chosen first.
ubsequently, 𝛽 − 1 many customers who are delivered immediately
efore or after are removed depending on which customer is closer.
he sequence of customers might exceed a single tour. In contrast
o a typical ‘‘cluster removal’’ operator, customers are not necessarily
eographically adjacent to each other (Voigt, 2024). This operator

especially removes bikes and micro hubs from the routing by removing
all customers served by a bike, thus making an additional bike removal
operator unnecessary - provided that 𝛽𝑚𝑎𝑥 exceeds all tour lengths.

5.5. Procedure for adding or shifting a bike or hub

In this section, we describe the procedure that decides if a bike
is added, at which hub it is located, and if a bike is shifted to a
different hub. Algorithm 3 shows the pseudo-code for this procedure.
The decision of whether a bike or a hub is added or shifted is executed
ased on its historical performance parameter 𝜂𝑝𝑟𝑜𝑐 .𝑗 in iteration 𝑗 of the
LNS.

First, if the random number 𝜒𝐴𝑑 𝑑 is below 𝜂𝑝𝑟𝑜𝑐 .𝑗 , a new bike is
dded to an existing hub, or a new hub is opened and equipped with
 single bike (lines 2–4). The new bike’s route is empty as customers
ight be added to this route by our repair operators. The decision of
here to place a bike and which hub to open is random but weighted

n order to have a good choice. The weight depends on the problem-
pecific main influencing factors of each hub’s load-dependent travel
imes to the removed customers. Based on preliminary results, we
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Algorithm 3: Procedure for adding or shifting a bike or hub
1 𝜒𝐴𝑑 𝑑 ← random(0,1);
2 if 𝜒𝐴𝑑 𝑑 ≤ 𝜂𝑝𝑟𝑜𝑐 .𝑗 then
3 AddBikeOrHub;

//Add a single bike to existing or new hub
4 end
5 𝜒𝑆 ℎ𝑖𝑓 𝑡 ← random(0,1);
6 if 𝜒𝑆 ℎ𝑖𝑓 𝑡 ≤ 𝜂𝑝𝑟𝑜𝑐 .𝑗 then
7 𝜒𝑆 ℎ𝑖𝑓 𝑡𝐵 𝑖𝑘𝑒𝑜𝑟𝐻 𝑢𝑏 ← random(0,1);
8 if 𝜒𝑆 ℎ𝑖𝑓 𝑡𝐵 𝑖𝑘𝑒𝑜𝑟𝐻 𝑢𝑏 ≤ 𝜆 then
9 for 1...𝛾𝑚𝑎𝑥 do
10 ShiftBike;

//Shift a bike to a different hub
11 end
12 end
13 else
14 ShiftHub;

//Shift all bikes of a single hub to a different hub
15 end
16 end

observed that the hub’s elevation and its general accessibility to the
removed customers who need to be reinserted are these main factors.

he general accessibility of customers is a function of the micro hubs’
istance to each removed customer and its demand mass and needs
o be determined in each iteration. Additionally, we consider the hub’s
istorical performance, which is updated in each iteration of the ALNS.

Second, a random number of bikes or all bikes of a single hub are
shifted to one different hub, which needs to be open (lines 5–16). If a
shift is executed (line 6), it is checked next whether a certain number
of bikes 𝛾𝑚𝑎𝑥 of any hubs or all bikes of a single hub are shifted to a
different hub. 𝛾𝑚𝑎𝑥 many bikes are shifted individually, if 𝜒𝑆 ℎ𝑖𝑓 𝑡𝐵 𝑖𝑘𝑒𝑜𝑟𝐻 𝑢𝑏
is below a threshold 𝜆 (lines 7–12). Else, all bikes of a single hub are
shifted (lines 13–15). The maximum number of bike shifts 𝛾𝑚𝑎𝑥 is set
as follows: 𝛾𝑚𝑎𝑥 = ⌈min(max(5, 0.1 ⋅ |𝐶|), 10)⌉. The new hub was chosen
randomly but weighted by its elevation and general accessibility to all
customers. Note that newly opened hubs of the previous steps are also
considered.

5.6. Repair operators

The repair operators allocate the removed customers to bikes that
re in the solution pool, i.e., the repair operators do not add new hubs
r bikes. If a hub or a bike is unused after inserting all customers, it is
emoved again. For insertion, we consider the following two operators:
Greedy load-dependent insertion - This operator adds the removed
customers to routes in the greedy best way, considering load-dependent
travel times and time windows.
Greedy load-dependent insertion - with noise - This operator adds
a certain noise to the ‘‘greedy load-dependent insertion’’ operator, and
ach position’s cost is adjusted by a factor 𝛿 ∈ [0.8, 1.2] (Hemmelmayr

et al., 2012; Røpke & Pisinger, 2006). This operator increases the
number of good and admissible solutions and guarantees an expansion
f the solution space through a certain randomness.

5.7. Local search

To improve the routing, we execute a local search for a promising
solution. The local search is a two-opt, where each of two customers
within any of the bikes’ routes is swapped, and it is checked whether
this swap leads to an improvement in costs. It follows that the local
search does not vary the number of customers served by a bike or from
 a

6 
a micro hub; thus, it does not impact the location or fleet decision,
i.e., no hubs or bikes are removed or added.

6. Numerical results

In this section, we introduce our numerical setup, test the perfor-
mance of our ALNS, and present our numerical results. The MILP is
mplemented in OPL and solved using CPLEX v22.1.1, and the ALNS is
mplemented in C++. All experiments are conducted on an AMD Ryzen
 5950X with 128 GB RAM.

6.1. Numerical setup

We consider the VRPTWLTT instances of Fontaine (2022) for
five large cities (Fukuoka, Madrid, Pittsburgh, Seattle, and Sydney)
with 100 customers and extend them by ten micro hub locations
o LRPTWLTT instances. The placement of micro hubs requires not
nly topographical but also legal features. Since we do not have this
nformation for these cities, we cover the entire area with randomly
laced hubs.

The considered cities have relatively large average road gradients
of 1.85% (Fukuoka), 2.49% (Madrid), 3.64% (Pittsburgh), 3.91% (Seat-
le), and 3.60% (Sydney). The customers have a demand mass 𝑞𝑐 ∈
{5, 6,… , 15} randomly chosen with 10 kg on average, an average time-
window length of 52.4 min, and service times of five minutes per
customer arise. We consider ten load levels and six different demands
as in Fontaine (2022). In Section 6.3.1, we show that ten load levels are
sufficient to not lose precision by approximating load-dependent travel
imes. Each bike has a capacity of 𝑄𝑏 = 150 kg, and each hub 𝑖 ∈ 𝐻

of 𝑄ℎ𝑖 = 600 kg. Moreover, each bike has a power of 100 W added to a
battery power of 250 W (Fontaine, 2022). We vary the cyclists’ power
in a sensitivity analysis in Section 6.4.2.

A hub costs 14.07 e per day (Rave et al., 2023a), and a bike 6.48
e per day. Each bike’s costs are based on 8000 e for acquisition (Urban
Arrow, 2024) with a depreciation time of seven years and expected
10% additional annual insurance, maintenance, and spare part costs.
or variable costs, we consider a wage of 15 e per hour.

ALNS parameters are based on pre-testing and aligned with the
iterature (e.g., Fontaine, 2022; Rave et al., 2023a; Sacramento et al.,

2019) and set as follows: The reaction factor for the learning curves of
the ALNS 𝜓 is set to 0.85. Starting with an initial weight of 𝜂𝑜𝑝.𝑖,0 = 100
er operator 𝑖, the operators’ weights are increased by 𝜔𝑜𝑝. = 330 for

a global best new solution, adjusted by 𝜔𝑜𝑝. = 130 for a local best new
solution, and reduced by 𝜔𝑜𝑝. = 0 for a worse new solution. Similarly,
the initial weight of our procedure for adding or shifting a bike or
hub is set to 𝜂𝑝𝑟𝑜𝑐 .0 = 0.5 and is adjusted by 𝜔𝑝𝑟𝑜𝑐 . = 1, 𝜔𝑝𝑟𝑜𝑐 . = 0.5,
or 𝜔𝑝𝑟𝑜𝑐 . = 0.2, dependent on the solution quality. The local search
parameter 𝜇 is set to 7%. The ALNS stops when there is no improvement
in 10,000 runs.

6.2. Benchmark tests

In this section, we test the performance of our ALNS and the chosen
operators.

6.2.1. LRPTWLTT benchmark tests
First, we test our ALNS with instances solved by CPLEX within a

time limit of one hour. As CPLEX has runtime issues solving the MILP
o optimality for instances with 100 customers, we first take a subset of

20 customers and three random micro hub locations. Please note that
ue to the reduced number of customers, we increase their demand
ass to a randomly drawn integer number between 5 and 30, leading

o an average demand mass of 18 kg (Fontaine, 2022).
Table 2 presents the aggregated results for each city, i.e., the aver-

ge of six instances per city. The first column shows the considered city.
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Table 2
Performance analysis for small instances (20 customers).

City Cost objective CPLEX Runtime (s)
CPLEX ALNS best ALNS avg ALNS 𝜎 [%] Opt GAP [%] CPLEX ALNS

Fukuoka 61.3504 61.3434 61.5043 0.26 1/6 2.75 3340 6
Madrid 61.3123 61.2590 61.3855 0.20 0/6 3.45 3600 7
Pittsburgh 61.4881 61.5114 61.5831 0.11 2/6 2.15 2680 8
Seattle 59.6755 59.6466 59.7430 0.13 0/6 3.88 3600 7
Sydney 59.0134 59.1237 59.1590 0.07 2/6 1.72 2539 7

Average 60.5679 60.5768 60.6750 0.15 5/30 2.79 3152 7
Table 3
Performance analysis for medium instances (50 customers).

City Cost objective CPLEX Runtime (s)
CPLEX ALNS best ALNS avg ALNS 𝜎 [%] Opt GAP [%] CPLEX ALNS

Fukuoka 90.8362 53.8371 54.3375 0.73 0/6 45.51 3600 34
Madrid 88.8682 58.7107 59.1821 0.58 0/6 44.91 3600 30
Pittsburgh 88.2808 57.6060 58.1858 0.68 0/6 46.19 3600 32
Seattle 89.8262 51.0603 51.6909 0.88 0/6 51.94 3600 36
Sydney 92.5196 58.6000 59.1098 0.67 0/6 53.31 3600 34

Average 90.0662 55.9628 56.5012 0.71 0/30 48.37 3600 33
o
t
t
a
𝜎
a
t

i

The next four columns report the solution found by CPLEX, the best-
ound solution of five runs of our ALNS, the average found solution, and
he standard deviation in percent. These columns report the average
alues for each of the six instances per city. The next two columns show
he number of instances of each city CPLEX has solved to optimality and
he average optimality gap in % if no optimality is proven. The last two
olumns compare the average runtime of CPLEX and running our ALNS.

CPLEX can solve 5 of 30 instances to optimality with an average
runtime of 3152 s. For the other instances, the optimality gap is
rather low. Our ALNS, on the other hand, finds better solutions on
verage for the cities of Fukuoka, Madrid, and Seattle despite the low
ptimality gap to find anything better. Moreover, our ALNS’s runtime

of a maximum of eight seconds is significantly lower. The results found
are stable with 𝜎 = 0.15%.

Since the solution quality of CPLEX can be interpreted as competi-
tive with these small instances - even if not in the runtime - we consider
medium-sized instances in the following. For this, we take the instances
as in our case study but reduce the number of customers to 50. All
other parameters, e.g., number of load levels and hub locations, stay
the same, i.e., |𝐿| = 10, |𝐻| = 10. Similar to the previous table, Table 3
shows the results.

CPLEX cannot solve a single instance to optimality within 60 min,
nd the gaps are very large, with 48.4% on average. On the contrary,
ur ALNS finds better solutions for all instances also being stable with
of less than 1%. Moreover, our ALNS has an average runtime of only

3 s.

6.2.2. LRPTW benchmark tests
To further show our ALNS’s solution quality, we benchmark it

to the optimally solved LRPTW instances of Ponboon et al. (2016),
who extend the well-known Solomon (2005) benchmark instances with
dditional hub locations. Each instance considers three hub locations.

This LRPTW is close to our problem by considering time windows
but no load-dependent travel times and a symmetric cost function.
Table 4 reports the results with unchanged ALNS parameters. The first
olumn shows the instance names as in Ponboon et al. (2016). The
umber separated by a hyphen indicates the number of customers.
he next columns show the optimal solution, our best solution found,
he average solution found out of five runs, the standard deviation in

percent, and the runtime in seconds. Last, the table reports the gap 𝛥
etween our best-found solution and the optimal solution in percent.
 d

7 
Table 4
Performance analysis for LRPTW instances of Ponboon et al. (2016).

Instance name Opt. sol. ALNS

Best Avg. 𝜎 [%] Runtime [s] 𝛥 [%]

LRPTW-R101–25 5308 5308 5334.2 0.6 8 0.0
LRPTW-R102–25 5027 5027 5049.8 0.3 5 0.0
LRPTW-R103–25 4294 4294 4309.6 0.7 12 0.0
LRPTW-R104–25 4251 4251 4270.6 0.7 9 0.0
LRPTW-R105–25 4587 4597 4641.8 0.5 9 0.2
LRPTW-R106–25 4438 4438 4453.8 0.3 6 0.0
LRPTW-R107–25 4266 4266 4295.0 0.5 7 0.0
LRPTW-R108–25 4077 4077 4093.4 0.5 7 0.0
LRPTW-R109–25 4299 4299 4387.0 2.4 10 0.0
LRPTW-R110–25 4285 4285 4309.8 0.5 8 0.0
LRPTW-R111–25 4289 4291 4312.2 0.5 10 0.0
LRPTW-R112–25 4250 4253 4302.2 0.7 7 0.1
LRPTW-R101–40 7645 7687 7709.6 0.2 17 0.5
LRPTW-R102–40 7150 7183 7219.2 0.3 24 0.5
LRPTW-R105–40 6919 6981 7043.0 0.6 22 0.9

Average 5005.7 5015.8 5048.8 0.6 11 0.1

While Ponboon et al. (2016) needed nearly eight hours to find the
ptimal solution for some instances, we found the optimal solution in
en instances with an average runtime of 11 s. For the other instances,
he optimality gap is rather small, with always less than 1% and, on
verage, just 0.1%. In addition, our solutions found are stable with
 < 1% on average. The results are promising as our location procedure
nd repair operators are developed to consider load-dependent travel
imes.

6.2.3. Performance of operators
In this section, we test the operators we use. Table 5 reports the

average number of each operator used to provide a new best solution
and the increase in costs if this operator is not included in the ALNS.
For this, we consider the LRPTWLTT instances in our case study.

Our ‘‘Random removal’’ and our ‘‘Greedy load-dependent insertion’’
operators are frequently used to find new best solutions. However, our
‘‘Sequential removal’’ operator has a much more significant influence
on the final solution found than the ‘‘Random removal’’ has. This
could be because the random removal operator only achieves minor
mprovements - but many of them. In addition, our ‘‘Greedy load-
ependent insertion - with noise’’ operator is used much less frequently
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Table 5
Average number of operators used to generate the new best solution (1. row), and cost
ncrease if this operator is not included in the ALNS (2. row).

Destroy operators Repair operators

Random Sequential Greedy Greedy - with noise

#Used operators 105.9 51.2 149.3 7.8
Cost increase 2.1% 11.0% 5.8% 1.6%

Fig. 1. Objective function values for an increasing number of load levels.

than the one without noise. However, the randomization leads to an
mprovement of 1.6% in the final solution.

6.3. Numerical tests

In this section, we show that load-dependent travel times can be
pproximated by load levels without losing precision. Further, we show
hat our location decision based on a single demand scenario leads to
 robust solution - even if the demand varies.

6.3.1. Determining the number of load levels
We now show that in our case study, our chosen number of load

levels does not distort our objective function values, as with too few
load levels, the nonlinear function of load-dependent travel times is
not properly approximated. To determine the loss in precision by the
approximation of load levels, we solve a single instance of the city of
Seattle with varying load level numbers, starting with one load level
and ending with 150 load levels. We chose the city of Seattle as this
city has the largest road gradient and, thus, the steepest traveling time
curves.

Fig. 1 shows the objective function values for the same solution
when one to 150 load levels are considered. While the deviations are
rather large, with one to five in comparison to 150, ten load levels
only have a deviation in the second decimal place. This indicates that
approximating load-dependent travel times by ten load levels leads to
a very slight loss of precision. Please note that the solutions are all
feasible, i.e., there is no time window break, except if one or two load
levels are chosen.

6.3.2. Robustness of location decision
The decision on hub locations is a tactical decision as these are typi-

ally operated for a longer time period than a day. This, however, might
e problematic as we consider only a single representative demand also
sed for operational routing planning (Fontaine, 2022). If there are

demand fluctuations, this might lead to a significant increase in costs
8 
Fig. 2. Cost increase when setting hub locations based on a representative demand.

Fig. 3. Cost increase (gray bar) when ignoring load-dependent travel times and when
additionally considering penalty costs for time window break (light gray bar).

or even infeasibility due to a time window break. Thus, the question
may arise on how robust the found locations are, or in other words, is
it required to consider multiple demand scenarios simultaneously? To
answer this question, we compute the cost increase when setting the
hub locations once for a single demand scenario in comparison to each
demand scenario’s optimal set hub locations.

For this, we generate a set of instances by varying the number of
ustomers (|𝐶| ∈ [50, 100]) and conduct the following steps. First, we

solve an instance with |𝐶| = 75 customers. Second, we set the hub
ocations as in the found solution. Third, we solve an MDVRP with
ime windows and load-dependent travel times (MDVRPTWLTT) for
ive instances with |𝐶| ∈ [50, 100]. Fourth, we compare this approach’s
otal costs to the costs when considering the best hub locations for each
f the five instances individually (see Fig. 2).

We find that costs increase by 1.4% on average when considering a
fixed hub based on a single instance instead of flexible hub locations.
This cost increase is relatively low compared to the large variation
n the number of customers, which is between −33% and 25%. One
ain reason for the cost increase is that, in some instances, with fewer

ustomers, a single micro hub instead of two hubs would be optimal.
his is, for example, the case in Seattle. It follows that the location

decision based on a single representative demand leads to a very minor
cost increase despite the strong demand fluctuations.
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Fig. 4. Customer (points) and hub locations (triangles) when considering (left) and ignoring load-dependent travel times for the city of Seattle. Wider points or triangles indicate
 higher elevation.
a
I
h
u

6.4. Managerial implications

In this section, we show the impact of load-dependent travel times
and further perform a sensitivity analysis with increasing cyclists’
powers.

6.4.1. Impact of considering load-dependent travel times
We compare the results when solving the LRPTW and the

LRPTWLTT to show the impact of considering load-dependent travel
times. For this, we evaluate the LRPTW’s final solutions with load-
dependent travel times. This, however, leads to average time window
violations in 18% of all solutions for the cities with a lower road
gradient (Fukuoka and Madrid) and in 26% of all solutions for the
cities with a larger road gradient (Pittsburgh, Seattle, and Sydney). This
infeasibility exists because the load-dependent travel time has the effect
f reducing the speed of the bikes, which in turn makes it more difficult

to keep to the time windows.
Delayed deliveries may reduce customer satisfaction or increase em-

loyee stress. Because of this service decrease and due to the resulting
ifficulty in comparison, we, thus, add costs of 1e for each minute the

time windows are not adhered to, i.e., each minute the bike arrives
oo late. Fig. 3 reports the average cost increase in % (gray bar) when

ignoring the load-dependent travel times and the average cost increase
when there are additional penalty costs for time window breaks (light
gray bar). Note that the gray bar only compares feasible solutions, and
the light gray bar compares all solutions found.

We find that load-dependent travel times significantly influence the
routing and the selected micro hub, resulting in a cost increase of 1.4%
in Fukuoka to up to 2.7% in Seattle. This increase is especially larger in
ities with a larger elevation on average. Considering penalty costs for
ime window breaks, costs increase significantly to up to 16.7% with a

larger road gradient on average. On the contrary, in Fukuoka, this has
early no impact on the cost increase.

One reason for the large cost increase - especially in Seattle -
s that different hubs are opened, i.e., hubs with a lower elevation
f they are closer to customers and that customers are allocated to
ubs independent of their elevation. Fig. 4 presents an example hub
lacement for Seattle. The figure shows the customers’ (points) and
otential hub locations (triangles) when considering (left) and ignoring
oad-dependent travel times (right). Broader points or triangles indicate
 higher elevation. The opened hubs are dark blue and gray colored.
ustomers colored gray are served by the gray hub that has a higher
levation, and customers colored in dark blue are served by the dark
lue hub with a lower elevation. In this example, the gray hub has an
0.3% higher elevation when considering load-dependent travel times.
n the contrary, the second dark blue hub has a similar elevation in
9 
Fig. 5. Cost increase (gray bar) when ignoring load-dependent travel times and when
additionally considering penalty costs for time window break (light gray bar) if the
cities have a road gradient of 0%.

both cases. Considering load-dependent travel times, customers with
 higher elevation are served by the hub with a higher elevation.
gnoring the load-dependent travel times, customers are assigned to the
ubs regardless of their elevation, and thus, more bikes have to climb
nfortunate altitudes.

Considering the LRPTWLTT in Fig. 4, the question may arise as
to why hub A is chosen instead of hub B, despite hub B having a
higher elevation and being closer to all customers and thus having a
preferred position compared to hub A. This is for the following reasons:
Time windows and large demands, in particular, force the bikes to give
up hub B’s advantageous position and instead drive towards hub A
because hub A’s closest customers have a larger demand and earlier
time windows. Therefore, in this case, hub A is advantageous compared
to hub B as it is easier to reach these customers, and customers far away
additionally have a lower weight. We also tested this and found that,
when opening hub B instead of hub A, ceteris paribus costs increase by
1.7%.

Additionally, we analyze the value of load-dependent travel times
in flat cities, i.e., with road gradients of 0%. We take the instances for
the five considered cities and modify them by setting each customer’s
and micro hubs’ elevation to the same value.
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Fig. 6. Development of costs and number of bikes used when increasing the cyclists’ power.
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Similar to the previous bar chart, Fig. 5 shows the cost increase
gray bar) when ignoring load-dependent travel times and when ad-
itionally considering penalty costs for time window break (light gray
ar) if the cities have a road gradient of 0%.

We find that cost savings by considering load-dependent travel
times decrease when there is no street gradient. However, in 13%
of all instances, ignoring load-dependent travel times still leads to
infeasible solutions. Considering load-dependent travel times leads to
average improved results of 0.2% or 1.6% when including penalty costs,
espectively since the degree of infeasibility is less compared to non-

flat cities. The time window violations are very small in the cities
of Fukuoka and Pittsburgh and a bit larger in Madrid and Sydney.
However, there is a large time window violation in Seattle. This outlier
shows that there can be considerable differences even in flat cities, as
hubs are then set unfortunately: two hubs were chosen that were very
ff-center and close to each other.

6.4.2. Impact of cyclists’ power
In this section, we vary the cyclists’ power. Powers are set as

in Fontaine (2022): 𝑃 = 325 W, 350 W, 375 W, and 400 W. These powers
nclude the battery’s power of 250 W. Fig. 6 shows the development of
osts and bike and hub numbers with increasing power (left) as well as
he development of the average elevation of the selected hubs (right).
ote that in each instance, two hubs are opened.

With increasing power, the costs and the number of bikes decrease
as the traveling times decrease, and more customers can be served
during a tour. As in Fig. 4, the hubs can be clustered in two types of
levation levels, a first (hub 1) with a larger elevation and a second
hub 2) with a lower elevation. Considering lower cyclists’ power, the

hub 1 location has a slightly higher elevation than average. This allows
customers in the valley to be supplied from the potentially closer hub 2,
while customers at higher altitudes are more likely to be supplied from
ub 1. However, increasing cyclists’ power makes a lower elevation

more advantageous, as the higher positions are usually at the edge of
the city and not in its center. Hub 2’s elevation, on the other hand,
emains unchanged.

7. Conclusion

This paper introduces the location routing problem with load-
dependent travel times and time windows, where a larger bike’s load
increases its travel time. We formulate the problem as MILP and
present an ALNS with a problem-specific procedure for the location
and fleet decision and problem-specific operators. This allows for the
use of only a few operators that just modify the bikes’ routing without
10 
any influence on the tactical location and fleet decisions, making it
less time-consuming to implement. We show the performance of the
ALNS with optimally solved instances for our problem setting and
LRPTW benchmark instances. We find that the approximation of load-
dependent travel times via load levels only leads to a minimal loss
in precision. Further, we show the robustness of our found location
decision based on a representative demand and generate multiple man-
agerial insights based on instances for the cities of Fukuoka, Madrid,
Pittsburgh, Seattle, and Sydney.

In our numerical study, we find that ignoring load-dependent travel
imes, costs increase by 2.2% on average. Additionally, routing becomes
nfeasible in 18%–26% of the considered instances (dependent on the
treet gradient) as time windows are not adhered to. If cities’ streets
ave no gradient, ignoring load-dependent travel times still leads to

exceeding time windows in 13% of all instances.
Future research may apply our methodology to a dataset with real

micro hub locations, which we do not consider due to regulatory
conditions for the micro hub placements. Thus, this might be a lim-
itation to our results. Further, applications of cargo bikes in Quick
Commerce Xufei et al. (2024) may be included, or integration into a
two-echelon structure, i.e., the hubs’ supply from a central depot, is also
ptimized. This is, however, only relevant if the area to cover is larger,
.g., in suburban areas. Further, a consideration of mobile instead of
ixed hubs can be considered. This, however, requires synchronization
etween both echelons as only a single bike’s load is transported to a
ub. Finally, the problem could also be extended to include soft time
indows or even costs for failed delivery.
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