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Abstract

Let E be a translation invariant Banach function space over an infinite compact abelian group G
nd Mϕ be a Fourier multiplier operator (with symbol ϕ) acting on E. It is assumed that E has order
ontinuous norm and that E is reflection invariant (which ensures that ϕ̄ is also a multiplier symbol for

E). The following Fuglede type theorem is established. Whenever T is a bounded linear operator on E
atisfying MϕT = T Mϕ , then also Mϕ̄T = T Mϕ̄ .
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This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

A classical result of B. Fuglede states if A is a bounded normal operator on a Hilbert space
H and T is a bounded linear operator on H satisfying T A = AT , then T A∗

= A∗T , [8].
More generally, C.R. Putnam showed if A and B are bounded normal operators on H such
that AT = T B, then A∗T = T B∗, [16]. This more general version actually follows from the
original Fuglede theorem, [3]. Various different proofs of Fuglede’s theorem are known; see,
for example, [7], p. 934, [9,17,18].

An abstraction of the Fuglede theorem could be as follows. Let X be a Banach space and A
belong to a subalgebra of the bounded linear operators on X which has an involution ♯. Does it
follow that T A♯ = A♯T whenever T is a bounded linear operator on X satisfying T A = AT ?

or X = L p (T), with 1 ≤ p < ∞ and T the circle group, let Mp (T) denote the algebra
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of all bounded functions ϕ : Z → C having the property that, for every f ∈ L p (T) there
xists g ∈ L p (T), necessarily unique, such that its Fourier transform satisfies ĝ = ϕ f̂ on Z.

Denoting g by M (p)
ϕ f , the bounded linear operator M (p)

ϕ so generated on L p (T) is called the
p-multiplier operator corresponding to ϕ. It is well known that the complex conjugate ϕ̄ of ϕ
belongs to Mp (T) whenever ϕ ∈ Mp (T). Clearly M (p)

ϕ ↦−→ M (p)
ϕ̄ is an involution on the

algebra of all p-multiplier operators on L p (T). In this setting the “Fuglede theorem” is indeed
valid, [14].

The aim of this note is to give a far reaching generalization of the above result beyond the
setting of L p-spaces. The group T can be replaced with any infinite compact abelian group
G and the L p-spaces can be replaced by the significantly larger class of translation invariant
Banach function spaces E over G. However, for this class of spaces E three phenomena arise
which do not occur for L p-spaces over G. First, the space E need not contain L∞ (G). Second,
the reflection of a function in E need not belong to E (which has the effect that ϕ ∈ ME (G)
need not imply that ϕ̄ belongs to ME (G)) and third, the space of all continuous functions
(G) on G, even if C (G) ⊆ E , need not be dense in E . However, for the very large and

important class of spaces E which do have all three of these properties it is established in
Theorem 5.2 that the “Fuglede theorem” does hold.

Since the methods used rely heavily of the fact that the spaces E are all Banach function
spaces over G (in particular, Banach lattices) and that certain non-trivial properties of E arising
from translation invariance have to be developed and established, we need to include some
sections to address these features. An attempt has been made to keep the note as self-contained
as possible.

2. Preliminaries

In this section we collect together some definitions and facts concerning Banach function
spaces. Let (Ω ,Σ , µ) be a measure space. Since we are interested in the case where Ω = G
is an infinite compact abelian group with normalized Haar measure µ, we will assume that
µ (Ω) = 1 and that µ is atomless. We denote by L0 (µ) the space of all C-valued, Σ -
measurable functions (with the usual identification of functions which are equal µ-a.e. on Ω ).
Then L0 (µ) is a Dedekind complete complex Riesz space (or, vector lattice). Recall that a
subset A ⊆ L0 (µ) is called an (order) ideal whenever A is a linear subspace of L0 (µ) with
the property that | f | ≤ |g|, with f ∈ L0 (µ) and g ∈ A, implies that f ∈ A.

Definition 2.1. A Banach function space (briefly B.f.s.) over (Ω ,Σ , µ) is a Banach space
(E, ∥·∥E ), where E ⊆ L0 (µ) is an ideal and ∥·∥E is an absolutely monotone norm on E (that
is, ∥ f ∥E ≤ ∥g∥E whenever | f | ≤ |g| in E).

Evidently, B.f.s.’ are complex (Dedekind complete) Banach lattices. Therefore, we can freely
apply the general theory of Banach lattices to B.f.s.’ For the theory of Banach lattices we refer
the reader to [1,13,21,23], and for the theory of B.f.s.’ to [22] (Chapter 15), [2]. The class of
B.f.s.’ includes the L p-spaces (1 ≤ p ≤ ∞), Orlicz spaces, Lorentz spaces, Marcinkiewicz
spaces and many more. If E and F are two B.f.s.’ over (Ω ,Σ , µ) satisfying E ⊆ F , then the
natural embedding of E into F is continuous. Indeed, the embedding operator is linear and
positive, and a positive linear operator on a Banach lattice is automatically continuous (see
e.g. Theorem 83.12 in [23]).
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Remark 2.2. In Chapter 15 of [22] and in the series of papers [12], B.f.s.’ are introduced via
function norms. We briefly recall this approach. Denote by M (µ) the set of all (equivalence
lasses of) extended C-valued measurable functions on Ω (that is, every f ∈ M (µ) is of

the form f = g + ih with g, h : Ω → [−∞,∞] measurable). The set of all [0,∞]-
alued functions in M (µ) is denoted by M (µ)+. A function norm ρ is defined to be a map
: M (µ)+ → [0,∞] satisfying:

(i) If u ∈ M (µ)+ and ρ (u) = 0, then u = 0;
(ii) ρ (λu) = λρ (u) for all λ ∈ R+ and u ∈ M (µ)+;

(iii) ρ (u + v) ≤ ρ (u)+ ρ (v) for all u, v ∈ M (µ)+;
(iv) ρ (u) ≤ ρ (v) whenever u ≤ v in M (µ)+.

If u ∈ M (u)+ and ρ (u) < ∞, then u (x) < ∞ for µ-a.e. x ∈ Ω (i.e., u ∈ L0 (µ)+); see [22],
Section 63, Theorem 1. Define

Eρ = { f ∈ M (µ) : ρ (| f |) < ∞} . (1)

hen Eρ is an ideal in L0 (µ). Setting ∥ f ∥Eρ = ρ (| f |) for all f ∈ Eρ , the space
(

Eρ, ∥·∥Eρ

)
s a normed space. If Eρ is complete, then it is a B.f.s.

Conversely, if (E, ∥·∥E ) is a B.f.s. and we set

ρ (u) =

{
∥u∥E if u ∈ E+

∞ if u /∈ E+ , u ∈ M (µ)+ ,

hen ρ is a function norm and the space E is recovered via (1). This shows that the approach
n [22] is equivalent to ours and so, all results from [22] may be used in our setting (see also
23], Section 112).

Given a B.f.s. (E, ∥·∥E ) over (Ω ,Σ , µ), there exists a set A0 ∈ Σ with the property that
f = 0 µ-a.e. on Ω\A0 for each f ∈ E and, for every A ∈ Σ satisfying A ⊆ A0 and µ (A) > 0,
here exists B ∈ Σ such that B ⊆ A, µ (B) > 0 and χB ∈ E (see [22], Section 72 or [23],
ection 86). The set A0 is uniquely determined (modulo µ-null sets) and is called the carrier
f E . Moreover, there exists a sequence (An)

∞

n=1 in Σ such that An ⊆ A0 and χAn ∈ E for
ll n, and An ↑n A0. Any B.f.s. that we encounter in this note has its carrier equal to Ω . In
eneral, if E ̸= {0}, then one can replace, without loss of generality, Ω by A0.

Recall that a B.f.s. (E, ∥·∥E ) over (Ω ,Σ , µ) has order continuous norm (briefly o.c.-norm)
f ∥ fτ∥E ↓τ 0 whenever fτ ↓τ 0 in E (that is, ( fτ ) is a downwards directed net in the positive
one E+ with infimum 0). Since E is Dedekind complete, it follows from Theorem 103.6
n [23] that E has o.c.-norm if and only if E has σ -o.c.-norm (that is, ∥ fn∥E ↓n 0 for any
equence ( fn)

∞

n=1 in E+ satisfying fn ↓n 0). For a sequence ( fn)
∞

n=1 in E+ the condition
fn ↓n 0 is equivalent with fn (x) ↓ 0 for µ-a.e. x ∈ Ω . By way of example, for 1 ≤ p < ∞

he space E = L p (µ) has o.c.-norm but, L∞ (µ) does not have o.c.-norm.
Let (E, ∥·∥E ) be a B.f.s. over (Ω ,Σ , µ) with carrier Ω . The Köthe dual (or associate space)

E× of E is defined by

E×
=
{
g ∈ L0 (µ) : ∥g∥E× < ∞

}
,

here

∥g∥E× = sup
{∫

| f g| dµ : f ∈ E, ∥ f ∥E ≤ 1
}
, g ∈ L0 (µ) . (2)
Ω
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Then
(
E×, ∥·∥E×

)
is a B.f.s. over (Ω ,Σ , µ) with carrier equal to Ω ; see [22], Sections 68, 69

nd also [23], p. 418. From the definition it is also clear that Hölder’s inequality holds, that
s, ⏐⏐⏐⏐∫

Ω

f g dµ
⏐⏐⏐⏐ ≤

∫
Ω

| f g| dµ ≤ ∥ f ∥E ∥g∥E× , f ∈ E, g ∈ E×. (3)

According to [22], Section 69, Theorem 1, we also have

∥g∥E× = sup
{⏐⏐⏐⏐∫

Ω

f g dµ
⏐⏐⏐⏐ : f ∈ E, ∥ f ∥E ≤ 1

}
, g ∈ E×. (4)

For each g ∈ E×, define the linear functional ϕg : E → C by setting

ϕg ( f ) =

∫
Ω

f g dµ, f ∈ E .

t is easy to see that ϕg ∈ E∗ (the dual Banach space of E) and that
ϕg


E∗ = ∥g∥E× for all

g ∈ E× (see (4)). Consequently, the map g ↦−→ ϕg , for g ∈ E×, is an isometric isomorphism
rom E× into E∗. Via this map, E× may be identified with a closed subspace of E∗ and we

frequently denote the dual pairing of E and E× by ⟨·, ·⟩, that is,

⟨ f, g⟩ =

∫
Ω

f g dµ, f ∈ E, g ∈ E×. (5)

Since the carrier of E× is equal to Ω (whenever the carrier of E is Ω ), it follows that E×

eparates the points of E (but, in general, E× is not norming).
The functionals in E∗ which are of the form ϕg for some g ∈ E× may be identified with

he band E∗
n in E∗ of all order continuous functionals on E ; see [22], Section 69, Theorem 3,

and also [23], Section 112. In particular, E∗
= E× if and only if E has o.c.-norm (cf. Theorem

.4.2 in [13]).
A B.f.s. E over (Ω ,Σ , µ) has the Fatou property if, for any net 0 ≤ uα ↑α in E satisfying

upα ∥uα∥E < ∞, there exists u ∈ E such that 0 ≤ uα ↑α u and ∥uα∥E ↑α ∥u∥E . In this case,
equences also suffice; cf. [23], Theorem 113.2. By a theorem of Halperin and Luxemburg
see [22], Section 71, Theorem 1), a B.f.s. E has the Fatou property if and only if E = E××

sometrically. We point out that in [2] the Fatou property is included in the definition of a B.f.s.

. Translation invariant banach function spaces

Let G be an infinite compact abelian group and denote by µ normalized Haar measure on
he Borel σ -algebra B (G). The space of all regular, complex Borel measures in G is denoted
y M (G). The group operation is denoted by + and the identity element of G is denoted by
. Moreover, µ (−A) = µ (A) for all A ∈ B (G). For the general theory of locally compact

abelian groups we refer the reader, for instance, to [11,19]. We denote L0 (µ) by the more
traditional notation L0 (G) and the corresponding L p-spaces by L p (G), 1 ≤ p ≤ ∞. A B.f.s.
over (G,B (G) , µ) is simply called a B.f.s. over G. For each y ∈ G, define the translation
operator τy : L0 (G) → L0 (G) by setting(

τy f
)
(x) = f (x − y) , x ∈ G,

for all f ∈ L0 (G).

Definition 3.1. A translation invariant B.f.s over G is a B.f.s. E ⊆ L0 (G) such that τy f ∈ E
with

τ f
 = ∥ f ∥ for all y ∈ G, whenever f ∈ E .
y E E
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Such B.f.s.’ include all spaces L p (G), 1 ≤ p ≤ ∞, all Orlicz spaces, Lorentz spaces
nd Marcinkiewicz spaces over G. Actually, any rearrangement invariant B.f.s. over G is
ranslation invariant. However, there exist plenty of translation invariant B.f.s.’ which are not
earrangement invariant. We present an example (see also Example 3.11).

xample 3.2. Let G1 and G2 be two infinite compact abelian groups (with normalized
aar measure µ1 and µ2, respectively) and consider the product group G = G1 × G2 (with
ormalized Haar measure µ = µ1 ×µ2). Let 1 < p, q < ∞. Define the function norm ∥·∥p×q
n L0 (G) by

∥ f ∥p×q =

(∫
G1

(∫
G2

| f (x, y)|q dµ2 (y)
)p/q

dµ1 (x)

)1/p

, f ∈ L0 (G) ,

nd let

E p×q =
{

f ∈ L0 (G) : ∥ f ∥p×q < ∞
}
.

quipped with the norm ∥·∥p×q the space E p×q is a translation invariant B.f.s. over G with the
atou property and o.c.-norm. It is readily verified that E p×q is not rearrangement invariant
henever p ̸= q .

The following observation may be intuitively clear.

emma 3.3. Let E ̸= {0} be a translation invariant B.f.s. over G. Then the carrier of E is G.

roof. Let B ∈ B (G) with µ (B) > 0 be given. We have to show that there exists C ∈ B (G)
atisfying µ (C) > 0, C ⊆ B and χC ∈ E . By assumption there is 0 < f ∈ E . Hence,
here exist ε > 0 and A ∈ B (G) satisfying µ (A) > 0 and 0 < εχA ≤ f . In particular,

A ∈ E . It follows from Theorem F in Section 59 of [10] that there exists y0 ∈ G such that
τy0χA

)
χB > 0. Setting C = (A + y0) ∩ B, it follows that µ (C) > 0 and χC ≤ τy0χA ∈ E ,

hich implies that χC ∈ E . Hence, the set C satisfies the requirements and the proof is
omplete. ■

Using the definition (see (2)), it is routine to verify that the Köthe dual E× is translation
nvariant whenever E ̸= {0} is a translation invariant B.f.s. over G. If E ̸= {0} is any
earrangement invariant B.f.s. over G, then L∞ (G) ⊆ E ⊆ L1 (G) (as µ is atomless with
(G) < ∞). The following result shows, for any translation invariant B.f.s. E over G, that

he inclusion E ⊆ L1 (G) always holds. Even if E ̸= {0}, the other inclusion L∞ (G) ⊆ E
ay fail, in general (see Example 3.6).

roposition 3.4. Let E be any translation invariant B.f.s. over G. Then E ⊆ L1 (G) with a
ontinuous embedding.

roof. We can assume that E ̸= {0}. Since then also E×
̸= {0}, there exists 0 ≤ g ∈ E× with

g∥E× = 1. Given any 0 ≤ f ∈ E , the non-negative function (x, y) ↦−→ f (x + y) g (y),
or (x, y) ∈ G × G, is known to be Borel measurable on G × G ([19], p. 5). Since

f dµ =
∫
τ f dµ for all y ∈ G (the value +∞ is possible at this stage), we deduce
G G −y
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from the Fubini–Tonelli theorem (for positive functions) that∫
G

(∫
G

f (x + y) g (y) dµ (y)
)

dµ (x)

=

∫
G

(∫
G

f (x + y) dµ (x)
)

g (y) dµ (y)

=

(∫
G

f dµ
)(∫

G
g dµ

)
.

ut, for each x ∈ G, it follows from (3) that∫
G

f (x + y) g (y) dµ (y) =

∫
G

(
τ−y f

)
g dµ ≤ ∥ f ∥E ∥g∥E× = ∥ f ∥E < ∞

nd so, by the previous identity, we have that(∫
G

f dµ
)(∫

G
g dµ

)
≤ µ (G) ∥ f ∥E = ∥ f ∥E < ∞. (6)

ince g > 0, its integral α =
∫

G g dµ > 0 and so ∥ f ∥1 =
∫

G f dµ < ∞, that is, f ∈ L1 (G).
t follows that E ⊆ L1 (G). As noted earlier, the natural embedding E ⊆ L1 (G) is necessarily
ontinuous. ■

Corollary 3.5. Let E ̸= {0} be a translation invariant B.f.s. over G.

(i) With continuous inclusions we have that L∞ (G) ⊆ E×
⊆ L1 (G).

(ii) If, in addition, E has the Fatou property, then L∞ (G) ⊆ E ⊆ L1 (G), with continuous
inclusions.

Proof. (i). Since E×
̸= {0} is also a translation invariant B.f.s., we can apply Proposition 3.4

to E× to conclude that E×
⊆ L1 (G) continuously. Again by Proposition 3.4, now applied to

E , we have E ⊆ L1 (G) continuously and hence, L∞ (G) = L1 (G)× ⊆ E×, continuously.
(ii). Part (i), applied to E×, yields L∞ (G) ⊆ E××

⊆ L1 (G) continuously. If E has the
Fatou property, then E = E××, which completes the proof. ■

There exist non-trivial translation invariant B.f.s.’ over G for which L∞ (G) ⊈ E .

Example 3.6. This example is inspired by the results in [20]. Let G be an infinite compact
abelian group, equipped with normalized Haar measure µ. Let O denote the collection of all
open and dense subsets of G. Note that U1 ∩U2 ∈ O whenever U1,U2 ∈ O and that x +U ∈ O
whenever U ∈ O and x ∈ G. Define

JO =
{

f ∈ L∞ (G) : ∃ U ∈ O such that f χU = 0
}
.

It is readily verified that JO is an ideal in L∞ (G), which is also translation invariant (that is,
τx f ∈ JO whenever f ∈ JO and x ∈ G). Furthermore, JO ̸= {0}. Indeed, there exists U ∈ O
with µ (U ) < 1 (actually, for each ε > 0 there exists V ∈ O such that µ (V ) < ε; see Theorem
2.4 in [20]), in which case 0 ̸= χG\U ∈ JO. Let EO denote the norm closure of JO in L∞ (G).
Since the norm closure of any ideal is again an ideal (cf. Theorem 100.11 in [23]), it follows
that EO is an ideal in L∞ (G) and it is easily verified that EO is translation invariant. Hence,
(EO, ∥·∥∞) is a non-zero translation invariant B.f.s. over G.

The claim is that χG /∈ EO (and hence, that L∞ (G) ⊈ EO). Actually, EO ∩ C (G) = {0}.
Indeed, suppose that 0 ̸= f ∈ E ∩ C G . Then there exist an ε > 0 and a non-empty open
O ( )
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set W ⊆ G such that | f (x)| > ε, for x ∈ W . Choose g ∈ JO such that ∥ f − g∥∞ < ε/2, in
hich case |g (x)| > ε/2 for all x ∈ W . But, then g cannot vanish µ-a.e. on any set from O,

ontradicting that g ∈ JO.

Our next aim is to show that L∞ (G) ⊆ E whenever E ̸= {0} and E has o.c.-norm (
roposition 3.8). First we require some preliminary results.

emma 3.7. Let E ̸= {0} be a translation invariant B.f.s. over G with o.c.-norm. For each
et A ∈ Σ with χA ∈ E the following assertions hold.

(i) For each ε > 0 there exists δ > 0 such that ∥χB∥E ≤ ε whenever B ∈ B (G) satisfies
B ⊆ A and µ (B) ≤ δ.

(ii) If a sequence (An)
∞

n=1 in B (G) satisfies An ↓ ∅, then

lim
n→∞

sup
y∈G

χAn

(
τyχA

)
E = 0.

(iii) For each B ∈ B (G) we have that limy→0
(χB − τyχB

)
χA


E = 0.
(iv) limy→0

χA − τyχA


E = 0.

roof. (i). If the statement does not hold, then there exist ε > 0 and a sequence (Bn)
∞

n=1 in
(G) with Bn ⊆ A, µ (Bn) ≤ 2−n and

χBn


E ≥ ε for all n ∈ N. The sets Cn =

⋃
∞

k=n Bk

atisfy µ (Cn) ≤ 2−n+1 for all n ∈ N and Cn ↓n . Hence, χA ≥ χCn ↓ 0 in E and
o, by order continuity of the norm, we have

χCn


E ↓ 0. But, χCn ≥ χBn implies that

χCn


E ≥

χBn


E ≥ ε for all n, which is a contradiction.

(ii). Given ε > 0, by part (i) there exists δ > 0 such that ∥χB∥E ≤ ε whenever B ∈ B (G)
atisfies B ⊆ A and µ (B) ≤ δ. Since An ↓ ∅, there exists N ∈ N such that µ (An) ≤ δ for all
≥ N . Observe thatχAn

(
τyχA

)
E =

τ−y
(
χAnτyχA

)
E =

(τ−yχAn

)
χA


E , n ∈ N, y ∈ G.

ince
(
τ−yχAn

)
χA = χ(An−y)∩A and

µ ((An − y) ∩ A) ≤ µ (An − y) = µ (An) ≤ δ, n ≥ N ,

t follows that
(τ−yχAn

)
χA


E ≤ ε for all y ∈ G and n ≥ N . Hence,

sup
y∈G

(τ−yχAn

)
χA


E ≤ ε, n ≥ N ,

hich completes the proof of part (ii).
(iii). Fix B ∈ B (G). Note that

⏐⏐χB − τyχB
⏐⏐ = χ(B+y)∆B , for y ∈ G, where ∆ denotes the

ymmetric difference. It follows from the continuity of translations in L1 (G) (see [19], p.3)
hat limy→0

χB − τyχB


1 = 0 and hence, that limy→0 µ ((B + y)∆B) = 0. Given ε > 0, it
ollows from part (i) that there exists δ > 0 such that ∥χC∥E ≤ ε whenever C ∈ B (G) satisfies

⊆ A and µ (C) ≤ δ. If U is a neighbourhood of 0 ∈ G such that µ ((B + y)∆B) ≤ δ for
ll y ∈ U , then µ (A ∩ ((B + y)∆B)) ≤ δ and so,(χB − τyχB

)
χA


E =
χA∩((B+y)∆B)


E ≤ ε, y ∈ U.

his suffices for the proof of part (iii).
(iv). Since the carrier of E is G (cf. Lemma 3.3), there exists a sequence (Hn)

∞

n=1 in B (G)
ith χHn ∈ E for all n and Hn ↑ G, i.e., G\Hn ↓ ∅. Given ε > 0, it follows from part

ii) that there is N ∈ N such that sup
χ (

τ χ
) ≤ ε/3. By part (iii), there is a
y∈G G\HN y A E
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W

T

neighbourhood U of 0 ∈ G such that
χHN

(
χA − τyχA

)
E ≤ ε/3 for all y ∈ U . Consequently,

for each y ∈ U we haveχA − τyχA


E ≤
χHN

(
χA − τyχA

)
E +

χG\HN

(
χA − τyχA

)
E

≤ ε/3 +
χG\HN (τ0χA)


E +

χG\HN

(
τyχA

)
E ≤ ε.

This completes the proof of part (iv). ■

We can now establish the result alluded to above.

Proposition 3.8. Let E ̸= {0} be a translation invariant B.f.s. over G with o.c.-norm. The
following statements hold.

(i) For each f ∈ E it is the case that limy→0
 f − τy f


E = 0.

(ii) L∞ (G) ⊆ E ⊆ L1 (G) with continuous inclusions.
(iii) C (G) is a dense subspace of E.

Proof. (i). Denote by sim (B (G)) the space of all simple functions based on B (G). Claim:
sim (B (G)) ∩ E is dense in E . Indeed, given 0 ≤ f ∈ E , there exists a sequence (sn)

∞

n=1 in
sim (B (G))+ such that 0 ≤ sn ↑n f µ-a.e. on G. Since E is an ideal in L0 (G), it is clear
that sn ∈ sim (B (G)) ∩ E , for n ∈ N. The order continuity of the norm in E implies that
∥ f − sn∥E → 0 as n → ∞. This suffices for the proof of the claim.

Let s ∈ sim (B (G)) ∩ E . Then s =
∑k

j=1 α jχA j , where A j ∈ B (G) with χA j ∈ E and
α j ∈ C, for j = 1, . . . , n. Therefore, Lemma 3.7 (iv) implies that

s − τys


E → 0 as y → 0
in G. Since sim (B (G)) ∩ E is dense in E , the result of (i) is now clear.

(ii). That E ⊆ L1 (G) has been shown in Proposition 3.4. For the inclusion of L∞ (G) into
E , we begin with a general observation, which is of independent interest (only special cases
will be used in the proofs of (ii) and (iii)).

Let f ∈ E and λ ∈ M (G). Since f ∈ L1 (G) (cf. Proposition 3.4), the convolution
f ∗ λ ∈ L1 (G) exists (see e.g. [19], Section 1.3.2). The claim is that f ∗ λ ∈ E . Indeed,
it follows from part (i) that the function F : y ↦−→ τy f , for y ∈ G, is continuous from
G into E . So, the range of F is a compact metric space and hence, is separable. Via the
Pettis measurability theorem ([6], p. 42) it follows that F is strongly |λ|-measurable and
bounded. Consequently, the Bochner integral

∫ (B)
G Fdλ =

∫ (B)
G τy f dλ (y) ∈ E ⊆ L1 (G) exists.

Using [6], Theorem II.2.6 (for continuous functionals on E) and Fubini’s theorem, we find for
all g ∈ L∞ (G) ⊆ E×

⊆ E∗ that⟨∫ (B)

G
τy f dλ (y) , g

⟩
=

∫
G

⟨
τy f, g

⟩
dλ (y)

=

∫
G

(∫
G

(
τy f

)
(x) g (x) dµ (x)

)
dλ (y)

=

∫
G

(∫
G

f (x − y) dλ (y)
)

g (x) dµ (x) = ⟨ f ∗ λ, g⟩ .

e can conclude that

f ∗ λ =

∫ (B)

G
τy f dλ (y) ∈ E, f ∈ E, λ ∈ M (G) . (7)

his proves the claim.
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Fix any 0 < f0 ∈ E . By what has just been proved, we have that f0 ∗ µ ∈ E . But,
f0 ∗ µ =

(∫
G f0dµ

)
χG and so we can conclude that χG ∈ E and hence, that L∞ (G) ⊆ E .

urthermore, if f ∈ L∞ (G), then | f | ≤ ∥ f ∥∞ χG implies that ∥ f ∥E ≤ ∥χG∥E ∥ f ∥∞.
onsequently, the embedding L∞ (G) ⊆ E is continuous.

(iii). Let f ∈ E be fixed and ε > 0 be given. It follows from (i) that there exists an
open neighbourhood U of 0 in G such that

 f − τy f


E ≤ ε for all y ∈ U . Defining
h = µ (U )−1 χU , we have f ∗ h ∈ C (G) (as f ∈ L1 (G) and h ∈ L∞ (G); cf. [19], Section
.1.6). Furthermore, (7) implies that

f − ( f ∗ h) = µ (U )−1
∫ (B)

U

(
f − τy f

)
dµ (y) ,

which implies that

∥ f − ( f ∗ h)∥E ≤ µ (U )−1
∫

U

 f − τy f


E dµ (y) ≤ ε;

cf. [6], Theorem II.2.4 (ii). The proof is thereby complete. ■

Remark 3.9.

(a) Let E ̸= {0} be a translation invariant B.f.s. over G with o.c.-norm. Then f ∗λ ∈ E for
all f ∈ E and λ ∈ M (G); see the proof of part (ii) in the above proposition. Moreover,
it follows from (7) that ∥ f ∗ λ∥E ≤ ∥λ∥M(G) ∥ f ∥E . Consequently, for each λ ∈ M (G),
the operator T E

λ : E → E of convolution with λ exists and satisfies
T E

λ

 ≤ ∥λ∥M(G).
It can be shown that a similar result holds for translation invariant B.f.s.’ over G which
have the Fatou property. However, for general translation invariant B.f.s.’ over G this
result fails. In fact, for the translation invariant B.f.s. EO of Example 3.6 it can be shown
that the only measures λ ∈ M (G) for which the convolution operator T EO

λ : EO → EO
exists, are the discrete measures. See [15].

(b) A translation invariant B.f.s. E over G with the property that
 f − τy f


E → 0 as

y → 0 in G, for every f ∈ E , necessarily has o.c.-norm. The proof of this fact is
somewhat involved and is not needed in this note. See [15]. This fact also implies that
any translation invariant B.f.s. over G in which C (G) is dense, necessarily has o.c.-norm.

Next we discuss the phenomenon that a general translation invariant B.f.s. need not be
reflection invariant (see the definition below). For any f ∈ L0 (G), its reflection f̃ ∈ L0 (G)
s defined by

f̃ (x) = f (−x) , x ∈ G.

efinition 3.10. A B.f.s. E over G is called reflection invariant if it has the property that
f̃ ∈ E with

 f̃


E
= ∥ f ∥E whenever f ∈ E .

Evidently, every rearrangement invariant B.f.s. over G is reflection invariant. Note that the
.f.s. E p×q of Example 3.2, with p ̸= q, is translation and reflection invariant but, it is not

earrangement invariant. Furthermore, it is routine to verify, for any reflection invariant B.f.s.
E over G with carrier equal to G, that the Köthe dual E× is also reflection invariant. However,
translation invariant B.f.s. over G need not be reflection invariant.
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Example 3.11. Let 0 < g ∈ L1 (G) be fixed. Define

∥ f ∥Eg = sup
y∈G

∫
G

| f |
(
τy g

)
dµ, f ∈ L0 (G) , (8)

nd let

Eg =

{
f ∈ L0 (G) : ∥ f ∥Eg < ∞

}
, (9)

quipped with the norm ∥·∥Eg . It is readily verified that Eg is a translation invariant B.f.s. over
G with the Fatou property. Actually, Eg is the largest translation invariant B.f.s. F over G with
he property that g ∈ F×.

Consider the group G = T with normalized Haar measure (that is, dµ =
1

2π dx on [−π, π],
here dx denotes Lebesgue measure). Functions on T will be identified with 2π -periodic

unctions on R. The 2π -periodic function g : R → R is defined by setting

g (x) =

{
0 if − π < x ≤ 0
1

√
x if 0 < x ≤ π

.

Define the function norm ∥·∥Eg on L0 (G) by (8) and let Eg be the translation invariant B.f.s.
defined by (9). It is clear that the function g /∈ Eg . However, a direct computation shows that
g̃ ∈ Eg . Therefore, Eg is not reflection invariant. It can be shown that the space Eg does not
have o.c.-norm. There also exist translation invariant B.f.s.’ over T which are not reflection
invariant but, have both the Fatou property and o.c.-norm.

4. Fourier multiplier functions

As before, G is an infinite compact abelian group equipped with normalized Haar measure
µ. Let Γ be the dual group of G; see, for example, Section 1.2 of [19]. For x ∈ G and γ ∈ Γ
we write γ (x) = (x, γ ). Since we frequently consider Γ as a subset of C (G), we shall write
the group operation in Γ as multiplication, that is, if γ1, γ2 ∈ Γ , then γ1γ2 ∈ Γ is given by

(x, γ1γ2) = (x, γ1) (x, γ2) , x ∈ G.

The identity element of Γ is, of course, χG . In particular,(
x, γ−1)

= (x, γ ) = (−x, γ ) , x ∈ G, γ ∈ Γ , (10)

where the bar denotes complex conjugation. Denote by τ (G) the linear subspace of C (G)
consisting of all trigonometric polynomials on G, that is, τ (G) is the linear span of Γ ⊆

(G). The following fact, which is a consequence of Proposition 3.8 (iii), will be used.

Proposition 4.1. Let E ̸= {0} be a translation invariant B.f.s. over G with o.c.-norm. Then
τ (G) is a dense subspace of E.

Proof. The dual group Γ separates the points of G (see [19], Section 1.5.2) and so it follows
from the Stone–Weierstrass theorem that τ (G) is dense in C (G) with respect to ∥·∥∞. By
Proposition 3.8 (iii), C (G) is dense in E . Since the embedding of C (G) into E is continuous
(as L∞ (G) ⊆ E continuously), we can conclude that τ (G) is dense in E . ■

For each f ∈ L1 (G) its Fourier transform, denoted by f̂ : Γ → C, is given by

f̂ (γ ) =

∫
f (x) (−x, γ ) dµ (x) , γ ∈ Γ ,
G
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S

and satisfies f̂ ∈ c0 (Γ ) with
 f̂


∞

≤ ∥ f ∥1. Furthermore, if f ∈ L1 (G) and f̂ = 0, then
f = 0. For these facts, see for instance Section 1.2 of [19].

Let E ̸= {0} be translation invariant B.f.s.’ over G. Recall that E is contained in L1 (G)
and so f̂ exists for f ∈ E . A function ϕ : Γ → C is called an E-multiplier function for G if,
for every f ∈ E , there exists a function g ∈ E such that ĝ = ϕ f̂ (pointwise on Γ ). If such
a function g exists, then it is necessarily unique by the injectivity of the Fourier transform.
Denote g by M E

ϕ f . The so defined map M E
ϕ : E → E is linear and satisfies(

M E
ϕ f
)∧

= ϕ f̂ , f ∈ E . (11)

The collection of all E-multiplier functions for G is denoted by ME (G), which clearly is a
(complex) vector space of functions on Γ . For E = L p (G), where 1 ≤ p ≤ ∞, we use the
simpler notation Mp (G) in place of ML p(G) (G). A routine application of the closed graph
theorem shows that M E

ϕ is continuous, i.e., M E
ϕ ∈ L (E), for every ϕ ∈ ME (G). Here, L (E)

denotes the Banach space of all continuous linear operators of E into itself, equipped with
the operator norm. It should be observed that if E is a translation invariant B.f.s. over G with
L∞ (G) ⊆ E (in which case γ ∈ E for all γ ∈ Γ ) then, for all ϕ ∈ ME (G), we have

M E
ϕ γ = ϕ (γ ) γ, γ ∈ Γ . (12)

Indeed, given ϕ ∈ ME (G) and γ ∈ Γ , we have that γ̂ = χ{γ }, from which it follows that(
M E
ϕ γ
)∧

= ϕγ̂ = (ϕ (γ ) γ )∧. This implies (12). It follows from (11) that ME (G) is an
algebra for pointwise multiplication of functions on Γ .

It is shown in the following lemma that always ME (G) ⊆ ℓ∞ (Γ ). Recall that if E ̸= {0}

is a translation invariant B.f.s. over G, then L∞ (G) ⊆ E×; Corollary 3.5(i). In particular,
γ ∈ E× for each γ ∈ Γ . Moreover, ∥γ ∥E× = ∥χG∥E× for all γ ∈ Γ , because |γ | = χG .
Recall also that ∥ f ∥E× = ∥ f ∥E∗ for each f ∈ E×; see the discussion following formula (4).

Lemma 4.2. Let E ̸= {0} be a translation invariant B.f.s.’ over G. Then ME (G) ⊆ ℓ∞ (Γ )
and

∥ϕ∥∞ ≤
M E

ϕ

 , ϕ ∈ ME (G) . (13)

Proof. Fix ϕ ∈ ME (G) and set T = M E
ϕ . As observed prior to the lemma, T is continuous

and so we can consider the Banach space adjoint operator T ∗
: E∗

→ E∗. Let γ ∈ Γ and
consider γ ∈ E×

⊆ E∗. The claim is that T ∗γ = ϕ
(
γ−1

)
γ ∈ E×

⊆ E∗. Indeed, given f ∈ E
we have that⟨

f, T ∗γ
⟩
= ⟨T f, γ ⟩ =

∫
G
(T f ) (x) (x, γ ) dµ (x)

=

∫
G
(T f ) (x)

(
−x, γ−1) dµ (x) = (T f )∧

(
γ−1)

= ϕ
(
γ−1) f̂

(
γ−1)

= ϕ
(
γ−1) ∫

G
f (x)

(
−x, γ−1) dµ (x)

= ϕ
(
γ−1) ∫

G
f (x) (x, γ ) dµ (x) =

⟨
f, ϕ

(
γ−1) γ ⟩ .

Since E separates the elements of E∗, the claim follows. Defining the reflected function
ϕ̃ : Γ → C by ϕ̃ (γ ) = ϕ

(
γ−1

)
, for γ ∈ Γ , we find that

∥T ∥ =
T ∗

 ≥ sup
γ∈Γ

∥T ∗γ ∥E×

∥γ ∥E×

= sup
γ∈Γ

|ϕ̃ (γ )| ∥γ ∥E×

∥γ ∥E×

= ∥ϕ̃∥∞ .

ince ∥ϕ̃∥ = ∥ϕ∥ , this suffices for the proof. ■
∞ ∞
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For the case E = L p (G) with 1 ≤ p < ∞, the inequality (13) is well known; see Corollary

.1.2 of [11], for example.
Define the family of operators

Mop
E (G) =

{
M E
ϕ : ϕ ∈ ME (G)

}
⊆ L (E) . (14)

For each x ∈ G, a direct calculation shows that the Dirac point measure δx satisfies τx f =

f ∗ δx , for f ∈ E . Since τx ∈ L (E) and δ̂x (γ ) = (−x, γ ), for γ ∈ Γ , it follows that
(x, ·) ∈ ME (G) for every x ∈ G and {τx : x ∈ G} ⊆ Mop

E (G). In particular, the identity
operator I = τ0 ∈ Mop

E (G) and the constant function δ̂0 = 1 ∈ ME (G).
The following result is a consequence of Lemma 4.2.

Corollary 4.3. Let E ̸= {0} be a translation invariant B.f.s. over G. The set ME (G) is a
unital subalgebra of ℓ∞ (Γ ) and the map Φ : ME (G) → L (E), defined by

Φ (ϕ) = M E
ϕ , ϕ ∈ ME (G) ,

is a unital algebra isomorphism onto the subalgebra Mop
E (G) ⊆ L (E). Moreover, Mop

E (G)
is a unital commutative Banach subalgebra of L (E).

Proof. It is routine to verify that ME (G) is a unital subalgebra of ℓ∞ (Γ ) and that the map Φ :

ME (G) → L (E) is a unital algebra homomorphism. Consequently, Mop
E (G) = Φ (ME (G))

is a unital commutative subalgebra of L (E). The injectivity of Φ follows from Lemma 4.2.
To show that Mop

E (G) is norm closed in L (E), let
(
M E
ϕn

)∞
n=1

be a sequence in Mop
E (G)

satisfying
S − M E

ϕn

 → 0 as n → ∞ for some S ∈ L (E). Lemma 4.2 implies that (ϕn)
∞

n=1
is a Cauchy sequence in ℓ∞ (Γ ). So, there exists ϕ ∈ ℓ∞ (Γ ) such that ∥ϕ − ϕn∥∞ → 0 for
n → ∞. It follows, for a fixed f ∈ E ⊆ L1 (G), that f̂ ∈ c0 (Γ ) and so(

M E
ϕn

f
)∧

= ϕn f̂ → ϕ f̂ , n → ∞, (15)

in ℓ∞ (Γ ). On the other hand, M E
ϕn

f → S f in E for n → ∞. Since E is continuously included
in L1 (G), it follows that M E

ϕn
f → S f in L1 (G). By the continuity of the Fourier transform

from L1 (G) into c0 (Γ ) we can conclude that
(
M E
ϕn

f
)∧

→ (S f )∧ in ℓ∞ (Γ ). Then (15) implies
that (S f )∧ = ϕ f̂ . But, f ∈ E is arbitrary and so ϕ ∈ ME (G) with S = M E

ϕ . The proof is
complete. ■

Remark 4.4.

(a) For E = L2 (G) it is a classical result that M2 (G) = ℓ∞ (Γ ), which is an immediate
consequence of the fact that the Fourier transform is a surjective isometry from L2 (G)
onto ℓ2 (Γ ). Conversely, if E is a translation invariant B.f.s. over G with L∞ (G) ⊆ E
and ME (G) = ℓ∞ (Γ ), then it follows from Proposition 1.6 of [5] that E = L2 (G)
with equivalent norms.

(b) Let E ̸= {0} be a translation invariant B.f.s. over G with o.c.-norm. As observed in
Remark 3.9, for each λ ∈ M (G) the operator T E

λ : E → E of convolution with λ
exists. Recalling that ( f ∗ λ)∧ = λ̂ f̂ for f ∈ L1 (G) and λ ∈ M (G), it follows that
λ̂ ∈ ME (G) with M E

λ̂
= T E

λ for all λ ∈ M (G). Hence,{
λ̂ : λ ∈ M (G)

}
⊆ ME (G) .

A similar result holds if E has the Fatou property.
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For any function f ∈ L0 (G), the function f ♮ ∈ L0 (G) is defined by

f ♮ (x) = f (−x), µ -a.e x ∈ G.

Let E be a reflection and translation invariant B.f.s. over G. Then

f ♮ ∈ E and
 f ♮


E = ∥ f ∥E , f ∈ E,

and the map f ↦−→ f ♮, for f ∈ E , is a conjugate linear isometric involution in E . For each
operator T ∈ L (E) the operator T ♮

∈ L (E) is defined by

T ♮ f =
(
T f ♮

)♮
, f ∈ E,

and satisfies
T ♮

 = ∥T ∥. Then T ↦−→ T ♯, for T ∈ L (E), is a conjugate linear isometric
involution in L (E).

Proposition 4.5. Let E ̸= {0} be a translation and reflection invariant B.f.s. over G.

(i) If ϕ ∈ ME (G), then also ϕ̄ ∈ ME (G) and M E
ϕ̄ =

(
M E
ϕ

)♮.
(ii) The map M E

ϕ ↦−→ M E
ϕ̄ , for ϕ ∈ ME (G), is a conjugate linear isometric involution in

Mop
E (G).

Proof. (i). Let ϕ ∈ ME (G). A direct (but careful) computation shows that((
M E
ϕ

)♮
f
)∧

= ϕ̄ f̂ , f ∈ E .

Consequently, ϕ̄ ∈ ME (G) and M E
ϕ̄ =

(
M E
ϕ

)♮.
(ii). This follows immediately from part (i) in combination with the observations made prior

to the present proposition. ■

For E = L2 (G) and ϕ ∈ M2 (G) = ℓ∞ (Γ ), it follows (via Plancherel’s formula) that
M (2)
ϕ̄ =

(
M (2)
ϕ

)∗ is the Hilbert space adjoint of M (2)
ϕ .

5. A Fuglede type theorem

Again let G be an infinite compact abelian group with normalized Haar measure µ. As
observed in Proposition 4.5(i), if E is a translation and reflection invariant B.f.s. over G, then
ϕ̄ ∈ ME (G) whenever ϕ ∈ ME (G). For E = L2 (G), we noted that M (2)

ϕ̄ =
(
M (2)
ϕ

)∗ is the
Hilbert space adjoint of M (2)

ϕ . In particular, M (2)
ϕ is a normal operator on L2 (G) (as Mop

2 (G)
is commutative; cf. Corollary 4.3). Consequently, it follows from Fuglede’s theorem (see, for
instance, Theorem IX.6.7 in [4]) that if ϕ ∈ M2 (G) = ℓ∞ (Γ ) and T ∈ L

(
L2 (G)

)
satisfy

M (2)
ϕ T = T M (2)

ϕ , then also M (2)
ϕ̄ T = T M (2)

ϕ̄ . As noted in the Introduction, this latter result was
extended to the case E = L p (T) with 1 ≤ p < ∞ in Theorem 3.1 of [14]. The purpose of
this section to extend this result to all translation and reflection invariant B.f.s.’ with o.c.-norm
over arbitrary compact abelian groups (Theorem 5.2).

For any f ∈ L1 (G) we denote

supp
(

f̂
)

=

{
γ ∈ Γ : f̂ (γ ) ̸= 0

}
.

We begin with the following result.

Lemma 5.1. Let E be a translation invariant B.f.s. over G with L∞ (G) ⊆ E. Let T ∈ L (E)
and ϕ,ψ ∈ M G .
E ( )
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(i) Suppose that M E
ϕ T = T M E

ψ . Then, for every γ ∈ Γ , it is the case that ϕ (ξ) = ψ (γ )

for all ξ ∈ supp
(
(T γ )∧

)
.

(ii) Assume, in addition, that E has o.c.-norm. Let ϕ and ψ have the property that, for each
γ ∈ Γ , we have ϕ (ξ) = ψ (γ ) for all ξ ∈ supp

(
(T γ )∧

)
. Then M E

ϕ T = T M E
ψ .

Proof. (i). Fix γ ∈ Γ . Since L∞ (G) ⊆ E , we have that γ ∈ E and so

M E
ϕ T γ = T M E

ψ γ. (16)

Recalling from (12) that M E
ψ γ = ψ (γ ) γ , it follows that T M E

ψ γ = ψ (γ ) T γ . Hence,(
T M E

ψ γ
)∧

= ψ (γ ) (T γ )∧ . (17)

On the other hand,(
M E
ϕ T γ

)∧
= ϕ · (T γ )∧ . (18)

A combination of (16), (17) and (18) yields that

ϕ (ξ) (T γ )∧ (ξ) = ψ (γ ) (T γ )∧ (ξ) , (19)

for all ξ ∈ Γ . If supp
(
(T γ )∧

)
= ∅, then there is nothing to be proved. So, suppose there

exists ξ ∈ supp
(
(T γ )∧

)
. Then (T γ )∧ (ξ) ̸= 0 and hence, (19) implies that ϕ (ξ) = ψ (γ ).

This proves part (i).
(ii). Fix γ ∈ Γ . If ξ ∈ Γ\supp

(
(T γ )∧

)
, i.e., (T γ )∧ (ξ) = 0, then it is clear that (19) holds.

On the other hand, if ξ ∈ supp
(
(T γ )∧

)
, then it follows from the hypothesis that (19) holds.

Hence,

ϕ · (T γ )∧ = ψ (γ ) (T γ )∧ .

Via (17) and (18) this yields that(
M E
ϕ T γ

)∧
=
(
T M E

ψ γ
)∧
.

The uniqueness of Fourier transforms in L1 (G) then implies (16).
Since γ ∈ Γ is arbitrary, the linearity of T , M E

ϕ and M E
ψ imply that

M E
ϕ T g = T M E

ψ g, g ∈ τ (G) ,

where, as before, τ (G) ⊆ L∞ (G) ⊆ E denotes the space of all trigonometric polynomials on
G. But, E has o.c.-norm and so τ (G) is dense in E ; Proposition 4.1. The operators T , M E

ϕ

and M E
ψ are continuous and hence, we can conclude that M E

ϕ T = T M E
ψ . The proof is thereby

complete. ■

The following Fuglede type theorem is a consequence of Lemma 5.1.

Theorem 5.2. Let E ̸= {0} be a translation and reflection invariant B.f.s. over G with
o.c.-norm. Suppose that ϕ,ψ ∈ ME (G) and T ∈ L (E) satisfy M E

ϕ T = T M E
ψ . Then

M E
ϕ̄ T = T M E

ψ̄
.

Proof. The reflection invariance of E ensures that ϕ̄, ψ̄ ∈ ME (G) and the order continuity
of the norm in E implies that L∞ (G) ⊆ E . By Lemma 5.1(i), the condition M E

ϕ T = T M E
ψ

implies, for every γ ∈ Γ , that (
∧
)

ϕ (ξ) = ψ (γ ) , ξ ∈ supp (T γ ) . (20)
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T

It is clear that the functions ϕ̄ and ψ̄ (in place of ϕ and ψ , respectively) also satisfy (20).

herefore, via Lemma 5.1 (ii) applied to ϕ̄, ψ̄ ∈ ME (G), we can conclude that M E
ϕ̄ T = T M E

ψ̄
.

This completes the proof. ■

The following result is a special case of Theorem 5.2.

Corollary 5.3. Let E ̸= {0} be any rearrangement invariant B.f.s. over G with o.c.-norm.
Suppose that ϕ,ψ ∈ ME (G) and T ∈ L (E) satisfy M E

ϕ T = T M E
ψ . Then M E

ϕ̄ T = T M E
ψ̄

.

References
[1] C.D. Aliprantis, O. Burkinshaw, Positive Operators, Academic Press, Orlando-San Diego-New York, 1985.
[2] C. Bennett, R. Sharpley, Interpolation of Operators, Academic Press, London-New York, 1988.
[3] S.K. Berberian, Note on a theorem of Fuglede and Putnam, Proc. Amer. Math. Soc. 10 (1959) 175–182.
[4] J.B. Conway, A Course in Functional Analysis, Graduate Texts in Mathematics, Vol. 96, Springer-Verlag,

New York, 1985.
[5] B. de Pagter, W.J. Ricker, Fourier multipliers and spectral measures in Banach function spaces, Positivity 13

(2009) 225–241.
[6] J. Diestel, J.J. Jr. Uhl, Vector Measures, Amer. Math. Soc., Providence, 1977.
[7] N. Dunford, J.T. Schwartz, Linear Operators Part II, Wiley Interscience, New York, 1963.
[8] B. Fuglede, A commutativity theorem for normal operators, Proc. Natl. Acad. Sci. 36 (1950) 35–40.
[9] P.R. Halmos, Commutativity and spectral properties of normal operators, Acta Sci. Math. Szeged 12 Pars B

(1950) 153–156.
[10] P.R. Halmos, Measure Theory, Graduate Texts in Mathematics, Vol. 18, Springer Verlag, New

York-Heidelberg-Berlin, 1974.
[11] R. Larsen, An Introduction to the Theory of Multipliers, Springer, Berlin-Heidelberg, 1971.
[12] W.A.J. Luxemburg, A.C. Zaanen, Notes on Banach function spaces I-XIII, Netherl. Acad. Wetensch. Proc.

A66-A67, 1963-1966.
[13] P. Meyer-Nieberg, Banach Lattices, Springer-Verlag, Berlin-Heidelberg-New York, 1991.
[14] G. Mockenhaupt, W.J. Ricker, Fuglede’s theorem, the bicommutant theorem and p-multiplier operators for

the circle, J. Oper. Theory 49 (2003) 295–310.
[15] B. de Pagter, W.J. Ricker, Translation invariant Banach function spaces, vector measures and Fourier

multipliers, in preparation.
[16] C.R. Putnam, On normal operators in Hilbert space, Amer. J. Math. 73 (1951) 357–362.
[17] H. Radjavi, P. Rosenthal, Invariant Subspaces, Springer-Verlag, New York, 1973.
[18] M. Rosenblum, On a theorem of fuglede and putnam, J. Lond. Math. Soc. 33 (1958) 376–377.
[19] W. Rudin, Fourier Analysis on Groups, Wiley-Interscience, New York, 1967.
[20] W. Rudin, Invariant means on L∞, Studia Math. 44 (1972) 219–227.
[21] H.H. Schaefer, Banach Lattices and Positive Operators, Springer-Verlag, Berlin-Heidelberg, 1974.
[22] A.C. Zaanen, Integration, second ed., North-Holland, Amsterdam, 1967.
[23] A.C. Zaanen, Riesz Spaces II, North-Holland, Amsterdam, 1983.
273

http://refhub.elsevier.com/S0019-3577(22)00085-4/sb1
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb2
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb3
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb4
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb4
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb4
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb5
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb5
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb5
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb6
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb7
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb8
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb9
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb9
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb9
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb10
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb10
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb10
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb11
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb13
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb14
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb14
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb14
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb16
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb17
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb18
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb19
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb20
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb21
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb22
http://refhub.elsevier.com/S0019-3577(22)00085-4/sb23

	A Fuglede type theorem for Fourier multiplier operators
	Introduction
	Preliminaries
	Translation invariant Banach function spaces
	Fourier multiplier functions
	A Fuglede type theorem
	References


